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Abstract

The shock motion of calculated weakly unstable cellular detonation was analyzed using concepts from velocity-
curvature theory to develop new insight into the underlying physical mechanisms driving the cellular instability. The
cellular cycle was shown to follow a surface in a three-dimensional coordinate system composed of the local shock
velocity, curvature, and acceleration. Wavelets of the detonation shock were found to follow a velocity-curvature
trajectory that was characteristic of an initially reactive wave that decays in time to a decoupled blast wave. Near
the Mach stem, these trajectories were only modulated by the strength of the Mach stem at the time the wavelet
was generated, indicating that the small reaction zone present in this region is the dominant factor driving the flow.
Away from the Mach stem, all wavelet trajectories collapsed to a common curve in velocity-curvature space that was
consistent with motion of a decaying blast wave. For the mixture studied, the apparent adherence of shock motion to a
unique surface in velocity-curvature-acceleration space indicates the possible existence of an intrinsic mixture-specific
relationship for cellular gaseous detonation. This relationship and analysis methodology also provides a mechanism
for quantification of the shock velocity and shape fluctuations present in cellular detonation, which may provide utility
for modeling detonation engineering applications such as rotating detonation engine design.

Keywords:
Gas-Phase Detonation, Cellular Instability

1. Introduction

Cellular instabilities are observed to occur for self-
sustained detonation propagation in gaseous explosive.
These instabilities arise due to the presence of acoustic-
strength shock waves that propagate normal to the det-
onation shock surface. The presence of multiple trans-
verse waves causes the surface of the lead shock to pul-
sate as alternating regions undergo different phases of
the instability. In practice, a myriad of transverse wave
modes are possible depending on the system geome-
try and explosive properties. The cellular cycle refers
to the tracks traced by triple points on confining walls
in the presence of multiple transverse waves, where
the triple point consists of the intersection of the lead
shock, Mach stem and transverse wave. Regular re-
peating track patterns are referred to as weakly unstable
behavior, while highly irregular patterns are considered
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to be highly unstable detonation. Experiments have in-
dicated that these periodic transverse wave interactions
are necessary for detonation propagation [1, 2].

Recently, there has been interest in characterizing
gaseous detonation propagation with velocity-curvature
concepts from Detonation Shock Dynamics (DSD) the-
ory [3–6]. DSD is a surface propagation concept that
replaces the detonation shock and reaction zone with
a surface that evolves according to a specified normal-
velocity evolution law [7–9] and is commonly used to
model condensed-phase explosives [10]. DSD assumes
that the front curvature κ is small relative to the inverse
of the length of the detonation reaction zone and that the
front shape evolves slowly relative to the time for a par-
ticle to pass through the reaction zone. The local normal
detonation velocity Dn is considered constant to leading
order, with the first correction being a function of shock
curvature such that Dn = f (κ). Higher-order corrections
also exist to account for the influence of time-dependent
and transverse flow effects in explosives with large re-
action zones [11].
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Application of DSD to gaseous detonations intro-
duces different complications due to the presence of the
cellular instability. The impedance of most solid confin-
ers does not allow for substantial postshock flow diver-
gence, minimizing the magnitude of any steady wave-
front curvature present in gaseous detonation confined
to (cylindrical or rectangular cross-sectional) straight-
channel geometries. Meanwhile, local cellular pulsa-
tions can introduce much larger local and temporal vari-
ations in Dn and κ, swamping any steady curvature and
precluding determination of the Dn–κ relationship from
any single experimental front shape measurement.

Nevertheless, prior work has used approximate meth-
ods to directly predict and characterize the cellular
structure. Stewart et al. [12] and Yao and Stew-
art [13] were able to recreate this instability with a
shock-evolution equation derived for weak curvature,
slow temporal variations, large activation energy, and
near Chapman-Jouguet (CJ) conditions. He and Calvin
[14], Yao and Stewart [15] and Klein et al. [16] used nu-
merical and approximate analytic solutions applied to
gaseous detonation to predict the existence of a limit-
ing critical κ, beyond which the detonation contained
no sonic point.

Nakayama et al. [3] established a Dn–κ relation-
ship for ethylene-oxygen mixtures. They addressed
the above complications by propagating the detona-
tion around a curved channel, which induced significant
quasi-steady wavefront curvature in excess of that cre-
ated by the cellular instability. Their imaging technique
also smoothed the wavefront shape by integrating over
multiple cell cycles. Instability effects were also mit-
igated by working with sufficiently sensitive mixtures
to allow an excess of 32 cells across the channel. This
work described a global and nondimensional Dn–κ rela-
tion for the mixtures tested [3, 4].

Recent work by Borzou and Radulescu [6] similarly
induced curvature on the detonation wavefront with a
specially shaped diverging channel intended to gener-
ate a globally constant flow divergence. Their results
also inferred a mean Dn–κ relationship for the weakly
and highly unstable mixtures studied by effectively av-
eraging over the effects of the cellular instability. Such
approaches highlight DSD’s intended goal of accurately
predicting wave shape and timing while neglecting the
smaller-scale details of the wave structure. These ap-
proaches show promise for predicting detonation wave
timing and shape in engine technologies, where accurate
wave arrival predictions and efficient simplified model-
ing strategies can be used to improve optimization of ro-
tating detonation engine system performance [17–19].

For application, however, it is also critical to estimate

the magnitude of the wave timing variations that can re-
sult from the cellular fluctuations. In addition to pro-
viding utility in approximating detonation front timing
and wave shape for engineering applications, analyzing
the velocity-curvature characteristics of detonation can
also provide substantial insight into the underlying cel-
lular instability physics, including the degree of shock-
reaction coupling and the sensitivity of the detonation
to flow divergence. For example, ideal (or very sensi-
tive), insensitive, and nonideal detonation in high ex-
plosives all exhibit characteristically different trends in
Dn–κ space, as discussed in Refs. 5 and 10. Increas-
ingly nonideal detonations have spatially larger reac-
tion zones and are seen to have a greater dependence
of detonation velocity on wave curvature, support deto-
nation over a more limited curvature span, and thus are
more influenced by wave geometry and confinement. It
is possible that such analysis could also be used to ex-
plain the fundamentally different mechanisms driving
cellular instabilities in weakly unstable and highly ir-
regular detonation. Despite this, relatively little work
has been performed on this topic. An exploratory work
by Jackson and Short [5] experimentally and computa-
tionally measured the Dn–κ relationship in the detona-
tion cell for weakly unstable mixtures and found that
the resulting profiles were heavily influenced by the un-
steady nature of the cellular cycle. Rather than forming
a unique profile in Dn–κ space, different portions of the
cellular detonation front were observed to correspond
to both highly reactive detonation waves and diffracting
inert blast waves at any given time. Thus, analysis of
each shock shape image required signifiant interpreta-
tive analysis.

In this study, we extend the prior work of Jackson
and Short [5] to quantitatively explore the influence of
the flow unsteadiness. Rather than analyzing the Dn–
κ profiles of the full shock front at each instant of the
wave motion, as is commonly done for quasi-steady
shocks, we instead follow the Dn–κ path traced in time
by infinitesimally small segments of the shock through-
out the cellular cycle. This approach is more intuitive
and clearly confirms prior interpretations of the detona-
tion dynamics present in these weakly unstable flows.
More significantly, we show conclusively that the cellu-
lar cycle follows a unique surface in velocity-curvature-
acceleration space. We anticipate that this discovery
will enable a new methodology for simplifying and
studying the complex wave dynamics generated by the
cellular instability.
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2. Numerical Simulation Details

We use high-resolution numerical simulation to ana-
lyze the dynamics of normal detonation velocity (Dn),
acceleration (Ḋn =

D
Dt (Dn)), and curvature (κ) varia-

tion in weakly unstable detonation cells. Prior work has
shown that this approach is consistent with experimental
results, which are limited in spatial and temporal reso-
lution [5]. For consistency, we choose to use similar
methodology and mixture parameters to the computa-
tional component of our prior work [5] but a higher axial
resolution.

The non-dimensional reactive Euler equation model
for an ideal gas was used for the simulations with a
one-step Arrhenius-type reaction rate. The flow and
progress equations are

Dρ
Dt
+ ρ(∇ · u) = 0,

Du
Dt
= −

1
ρ
∇p,

De
Dt
= −

p
ρ

(∇ · u),
Dχ
Dt
= W,

(1)

with density ρ, specific internal energy e, velocity u =
(u, v), and reaction progress variable χ. Reference val-
ues for the original dimensional variables are the initial
reactant density ρ̃0, initial reactant pressure p̃0,

√
p̃0/ρ̃0

(velocity) and p̃0/ρ̃0 (specific internal energy), where
the tilde ˜{ } denotes a dimensional quantity. Parameter
Dn = D̃n/

√
p̃0/ρ̃0 and the equation of state for an ideal

gas is used

e =
p

ρ(γ − 1)
− Qχ, T = p/ρ, (2)

where γ is the ratio of specific heats and T is the temper-
ature, which is normalized by the initial reactant tem-
perature T̃0. The reaction rate W is

W = k(1 − χ) exp(−Eρ/p). (3)

We study a mixture with E = Ẽ/R̃T̃0 = 20, Q =
Q̃/R̃T̃0 = 10 and γ = 1.54, where R̃ is the specific
gas constant, Q is the heat release, and E is the acti-
vation energy. Time is scaled with l̃1/2/

√
p̃0/ρ̃0. The

reaction length is also scaled with l̃1/2, the distance
between the shock and the point where half the reac-
tion is completed. The non-dimensional rate constant
k = 22.719. Dimensional reference values are given in
Table 1. Parameters E, Q, and γ approximate the calcu-
lated one-dimensional Zeldovich-Von Neumann-Döring
(ZND) Mach number, post-shock γ, and postshock ig-
nition delay sensitivity in constant volume ignition sim-
ulations at the post-shock state using calculated deto-
nation states from the 2H2–O2–Ar kinetic mechanism

p̃0 0.2 bar
ρ̃0 0.2778 kg/m3√
p̃0/ρ̃0 268.3 m/s
T̃0 298 K

D̃CJ 1480.2 m/s
l̃1/2 0.72 mm

l̃1/2/
√

p̃0/ρ̃0 2.68µs

Table 1: Dimensional reference values for the numerical simulation.
Here l̃1/2 is the distance between the ZND shock and the point where
half the reaction is complete.

of Ref. [20]. Dimensional values and the resulting cal-
culated instability behavior were previously [5] deter-
mined to be consistent with the initial conditions of the
2H2+O2+80%Ar detonation cell experiment described
in Ref. [21].

The solution method uses the two-dimensional
shock-fit shock-attached algorithm and code described
in Chiquete et al. [22, 23]. The algorithm uses a Lax-
Friedrichs flux splitting spatial discretization and tem-
poral integration via a second-order two-stage Heun’s
method. The shock-attached system allows straightfor-
ward determination of the lead shock curvature (using
the calculated detonation shock slope) and normal deto-
nation velocity. The two-dimensional shock-fit, shock-
attached methodology has previously been used to ex-
plore the linear stability and nonlinear dynamics of det-
onation cell development for the ideal condensed-phase
detonation model [24].

The calculated two-dimensional channel has rigid
wall flow conditions at the transverse walls, a width
of 9 (dimensionally 9 times l̃1/2) and a computational
zone length of 50. The lead shock is fixed at z = 0
with an outflow boundary at z = −50. The resolution is
0.025 both axially and transversely, yielding 40 points
per l̃1/2. The resolution sensitivity for cellular deto-
nations computed with the two-dimensional shock-fit
shock-attached algorithm [25, 26] is discussed in Short
et al. [24] and limits the channel width to the listed val-
ues. A one-dimensional ZND structure was initially im-
posed across the channel containing a spatial perturba-
tion in the initial shock front position to generate the
cellular instability.

3. Results

Figure 1 shows the pressure distribution in the chan-
nel for a calculated timestep. The cellular structure is
evident with development of a single cell in the channel
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Figure 1: Snapshot of the calculated pressure distribution for a cellular
instability in the weakly unstable mixture. Values are nondimensional.
Color scale denotes pressure.

as indicated the presence and path of the two reflected
shocks. Figure 2 shows the evolution of Dn from the ini-
tial ZND wave along the channel centerline with time.
Small oscillations in Dn around DCJ = 5.517 grow to
a weakly unstable and near periodic limit cycle corre-
sponding to fully nonlinear cellular detonation.

0 20 40 60 80 100 120 140
τ ()

4.5

5.0

5.5

6.0

6.5

7.0

D
0
 ()

Figure 2: Dn vs. time along the channel centerline indicating the onset
of weakly unstable cellular detonation.

Figure 3 shows instantaneous shapes of the shock
loci in black over one detonation cell duration for the
last cycle shown in Fig. 2 and illustrates that a single
cell develops for the channel width of 9. The colored
lines overlaid on the shock loci approximate the paths
of infinitesimally thin segments of the detonation shock
wave, which we refer to as wavelets, across the cellu-
lar evolution. These paths are started at specified ini-
tial starting points on the shock front, which are the cell
edges for each timestep shown. They are then evolved
by successively extending a line segment from the shock
normal in the present timestep to the intersection of the
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Figure 3: Shock loci for successive timesteps (black curves) and
wavelet paths (colored curves). The wavelet color (blue-to-red) in-
dicates increasing initial distance from the cell centerline.

shock front in the following timestep. The wavelets are
seen to initially turn steeply away from the cell center-
line shortly after their initiation near the triple point be-
fore gradually turning back towards the centerline later
in their cycle.
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Figure 4: Evolution of local normal shock speed Dn versus distance
for each wavelet path and color scale in Fig. 3.

The local shock speed Dn of the wavelets versus dis-
tance are plotted in Fig. 4 with distance shifted such
that the origin denotes the wavelet initiation point at the
growing cell edge. Each curve ends when the wavelet
encounters the triple point terminating the cell. The re-
sulting series of curves are seen to neatly nest together
and exhibit similar behavior. For each curve, the shock
velocity increases dramatically as the wavelet is gener-
ated. The shock velocity then peaks very close to gener-
ation point (near a nondimensionalized length of 0.75).
Following that peak, the wavelet velocity smoothly de-
cays with increasing distance until it encounters the cell
end. The peak Dn value is seen to decrease for suc-
cessive paths, indicating a weakening of the Mach stem
source with distance from the cell center.

Figure 5 plots the local curvature for each wavelet
versus distance travelled after initiation. The curvatures
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Figure 5: Evolution of local curvature κ in length for each wavelet
path and color scale in Fig. 3.

are seen to decrease rapidly with length and are seen to
not vary significantly with path. This would also im-
ply that the shock curvature is not a dominant factor
in the reaction dynamics for this mixture (though we
see this is not always the case for other mixtures not
discussed here). Additionally, the wavelets are seen to
spend very little length (and time) of the cell cycle in the
high curvature (κ = 0.1–0.4 regime). The trajectories
also display small high-frequency oscillations that are
a result of the curvature calculation performed in post-
processing, which involves interpolation of the second
derivative of the shock shape.

0.0 0.1 0.2 0.3 0.4 0.5

5.0

5.5

6.0

κ

D
n

Figure 6: The velocity–curvature (Dn–κ) trajectories of each wavelet
and color scale in Fig. 3.

Parametrically plotting Dn versus κ in Fig. 6 shows
the trajectory of each path in velocity–curvature space.
Each wavelet trajectory is seen to follow a similar pro-
file, starting at a high Dn and κ before decreasing as
the wavelet decays. The decaying trajectories eventu-
ally overlay in Dn–κ space.

Previously, Jackson and Short [5] plotted profiles in
Dn–κ space from successive shock loci. Their analy-
sis showed that each shock locus contained three possi-
ble velocity–curvature regimes: (1) a small slope, large-

curvature-span curve characteristic of a spatially small
reaction zone, (2) a high-slope, narrow-curvature-span
line consistent with a nonreactive, decaying cylindrical
blast wave, (3) a transitional region between these two
limiting behaviors. Growing cells were shown to con-
tain all three regimes, with features 1 and 2 predominant
in young growing cells. Decaying cells contained only
regime 3. Thus, regimes 1 and 2 were associated with
the presence of a reactive Mach stem. In the present
study, it can be seen that all wavelets initiated by the
Mach stem follow a similar trajectory in regime 1 that
is only modulated by the value of Dn or the strength
of the Mach stem at the time of wavelet initiation. As
the wavelets move away from the reactive Mach stem,
they very quickly assume a common decaying cylindri-
cal profile.

The significant unsteadiness present in the cellular in-
stability clearly modulates the early behavior of each
wavelet studied. Thus, it is desirable to explore if the
wave motion is a function of the level of unsteadiness.
We represent the amount of wave unsteadiness by lo-
cal acceleration or the Lagrangian derivative of the nor-
mal shock velocity D

Dt (Dn) = Ḋn following a fluid el-
ement. The unsteady wave behavior has been seen to
evolve across a Dn–κ–Ḋn surface in prior work by Yao
and Stewart [13] for stable condensed-phase explosive
parameters. Figure 7 plots values of Ḋn versus Dn as
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Figure 7: Evolution Ḋn versus Dn for each wavelet path shown in
Fig. 3 for each wavelet path and color scale in Fig. 3. Data is shown as
points, rather than curves, to better visualize the overlay of the trends
for different wavelets.

computed from the derivative of spline fits to the present
Dn–t data. The Ḋn data is seen to be restricted to a near
linear trend in Ḋn–Dn space that evolves weakly with
the wavelet location in the cell. Only data at high Dn

values (near the edge of the growing cell, which is a high
gradient region [5]) deviates from this trend by moving
sharply off the top of the vertical scale in Fig. 7.

The combined trend of the cellular instability in Dn–
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Figure 8: Dn–κ plane (top), Dn–Ḋn plane (middle), and Ḋn–κ plane
(bottom) for each wavelet path and color scale in Fig. 3.

κ–Ḋn-space is shown in Figs. 8–9. Figure 8 plots the
projections of the three-dimensional behavior onto the

Dn–κ plane (top), Dn–Ḋn plane (middle), and Ḋn–κ
plane (bottom). Perspective views are shown in Fig. 9 to
aid in visualization of the three-dimensional structure.
The data is seen to form a surface, which captures the
previously discussed trends. At higher velocities and
curvatures, the span of the surface is large in the Dn

and κ directions. At lower velocities and curvatures, the
span contracts dramatically in Dn and less dramatically
in the κ direction. In the Dn–Ḋn plane, the data is seen
to remain roughly confined to an almost linear curve.

The adherence of this weakly unstable flow a Dn–
κ–Ḋn surface provides substantial future opportunity.
Firstly, the observed relationship quantifies the range
and magnitude of these physical parameter variations
(Dn, κ, and Ḋn) present in the wave for the first time.
Previously this relationship has only been explored for
centerline cell velocities [27]. These quantified varia-
tions could be used in addition to the quasi-steady theo-
ries [3, 4, 6] to predict the uncertainties in wave arrival
times and shape.

Secondly, it is possible that this relationship could be
used to compute cellular detonation in analogous fash-
ion to condensed-phase flows with a proper edge an-
gle [8] treatment at the cell boundary (an issue that re-
mains unexplored at present). Such an approach would
be more involved than leading-order DSD theories, but
possibly be similar in complexity to DSD approaches
for more non-ideal flows [28].

Finally, studying the variations of this Dn–κ–Ḋn re-
lationship across a broad range of mixture stability is
expected to yield insight into the mechanisms driving
cellular instability. For example, it is now clear from
the weakly unstable case studied that the wave is only
coupled and reactive very close to the start of the cell
and follows a self-consistent decaying profile after de-
coupling. Variations in the duration of these reactive
and decaying regimes are expected with varying mix-
ture stability.

4. Conclusions

High-resolution calculations have been performed of
weakly unstable detonation. The perturbations of the
cellular instability on the shock front were analyzed in
velocity-curvature space by following the local normal
shock velocity Dn and curvature κ evolution of shock
front portions or wavelets in time. Wavelets were found
to follow a similar trajectory in velocity-curvature space
that was characteristic of an initially reactive wave that
decayed in time to a decoupled blast wave. Near the
Mach stem, these trajectories were only modulated by
the strength of the Mach stem at the time the wavelet
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Figure 9: Three-dimensional perspective views of the Dn–κ–Ḋn surface traced by the cellular instability for each wavelet path and color scale in
Fig. 3. The two views differ by a 180◦ rotation around the (vertical) Dn axis.

was generated, indicating that the small reaction zone
present in this region is the dominant factor driving the
flow. Away from the Mach stem, all wavelet trajecto-
ries collapsed to a common curve in velocity-curvature
space that was consistent with motion of a decaying
blast wave. The unsteadiness of the shock front was
also quantified via the derivative of the local shock ve-
locity in time (Ḋn) and the cellular instability data was
shown to correlate with this parameter by forming a sur-
face in Dn–κ–Ḋn-space. It is expected that studying the
variation of the cellular instability in Dn–κ–Ḋn-space for
mixtures of increasing instability may yield new insight
into the underlying physical mechanisms driving this in-
stability through clarification of any dominant dynamics
present in these complex systems.
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