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Abstract. The Detonation Shock Dynamics (DSD) calibration for the plastic-bonded ex-
plosive PBX 9501 is revisited, incorporating recent slab geometry tests conducted by Jack-
son and Short1. To address the question of which geometry (slab or rate-stick) may be
preferable for calibration, we will present a series of PBX 9501 DSD calibrations obtained
using only detonation phase velocity and front shape measurements extracted from the slab
geometry tests for a number of D

n

() functional forms. The corresponding predictions
of the diameter effect curves are then compared to the available data. Calculations of the
thickness effect curve and slab front shapes from a previously obtained PBX 9501 DSD
calibration by Aslam2 (based on cylindrical rate-stick experiments with two front shapes
obtained for a single charge-diameter) are, in turn, compared to the new slab geometry test
data. The compatibility of the two data sets for DSD calibration of PBX 9501 is evaluated
and discussed.

Introduction

To efficiently calculate the timing and energy
delivery of a detonating explosive in a com-
plex engineering geometry, Programmed Burn (PB)
strategies3, 4 have been developed to circumvent
the numerical difficulties that arise from the large
scale disparity between the explosive’s reaction
zone width and the much larger geometric engineer-
ing length and time scales in a full continuum simu-
lation. PB methods separate calculations of the tim-
ing of the detonation propagation through the explo-
sive geometry from the energy delivery calculation.
The Detonation Shock Dynamics (DSD) modeling
methodology5, 6, 7, 8 is a central aspect for the tim-
ing component of modern PB approaches, replac-
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ing the detonation front and reaction zone with a
propagated surface evolved according to a specified
propagation law, in which the normal detonation ve-
locity D

n

is a function of the local surface curva-
ture . The theory is based on the assumption of
quasi-steady propagation of the front and small det-
onation front curvature with respect to the reaction
zone time and length scales5. Applying level set
techniques9 and an established D

n

� law, the deto-
nation front surface can then be propagated through-
out a complex three-dimensional geometry provid-
ing accurate time-of-arrival predictions at any point
in the geometry. The confining material effect is
incorporated within the theory by specification of
the shock angle �

e

at the interface between the ex-
plosive and inert confining material. In most cases,
the propagation law is obtained using experimental
data involving diameter effect points and detonation
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front shapes in a rate-stick configuration10. A key
question is then, how calibrations obtained from the
more recently developed slab geometry tests com-
pare to the conventional rate-stick approach.

In the present work, the newly performed slab
geometry calibration tests are used to calibrate the
PBX 9501 D

n

�  relation (for various func-
tional forms). PBX 9501 is a polymer bonded ex-
plosive composed of 95.0 weight (wt.) % HMX
explosive crystals bonded with a binder mixture
of 2.5 wt. % Estane and a 2.5 wt. % eutectic
mixture of bis(2,2-dinitropropyl)acetal and bis(2,2-
dinitropropyl)formal (BDNPA/BDNPF). PBX 9501
is considered to be a conventional (or ideal) high
explosive with a small reaction zone length scale
of O(100 µm), a nominal detonation velocity of
8.8 mm/µs, and a failure charge-radius near 0.76
mm11. The resulting calibrations are used to cal-
culate diameter effect curves, which are then com-
pared to the corresponding experimental data orig-
inating from the rate-stick tests. A previously ob-
tained calibration of PBX 9501 by Aslam2 which
was based solely on data extracted from rate-stick
tests is, in turn, used to calculate a thickness effect
curve and compared to the experiments. The results
of these comparisons are discussed in terms of the
ability of the DSD calibration methodology to cap-
ture the complete set of data across the two test ge-
ometries.

PBX 9501 Slab Experiments

Slab geometry experiments are designed to gen-
erate a region of quasi-steady, two dimensional flow
along the centerline of the explosive. This allows
the measurement of both detonation phase veloci-
ties and detonation front shapes at the breakout sur-
face within this region. The explosive slabs in the
current study were unconfined as in the previous
PBX 9501 rate-stick calibration experiments.

Eight slab tests were performed by Jackson and
Short1 with the PBX 9501 formulation. The slab ex-
periments were boosted with a line wave generator
composed of XTX-8003 (80% PETN and 20% sili-
cone resin, specifically Sylgard 182 elastomer). The
PBX 9501 main charges were approximately 130
mm in length and 150 mm in width with thicknesses
varying from 0.8–8.0 mm. Slab densities were in
the range 1.8295-1.8334 g/cc. The phase velocity of
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Fig. 1. Size-effect data for PBX 9501. Blue cir-
cles � and red squares ⇤ denote experimental slab
and cylindrical rate stick detonation velocities, re-
spectively (a convention adopted throughout). The
insert on the lower left is the detail indicated by the
dashed rectangle near D

CJ

.

the detonation along the charge centerline was ob-
tained through time-of-arrival (TOA) wires, where
a least-squares linear fit to the measured TOA wire
position and detonation arrival time produced the
phase detonation phase speed (D0). The standard
errors associated with the linear fits were uniformly
less than 0.006 mm/µs or about 0.07% the steady
phase velocity in relative terms. Note that 6 front
shapes were extracted from these tests (all at differ-
ent charge-thicknesses).

For comparison with a different geometry, the
equivalent rate-stick data set for PBX 9501 consists
of a total of 12 diameter effect points and 2 front
shapes at a single charge-diameter12. The diameter
and thickness effect data is plotted in fig. 1. The
horizontal axis is the inverse charge radius 1/R for
the rate-stick geometry and the inverse slab thick-
ness 1/T for the slab geometry.

Front curvature analysis

The detonation front shapes across the slab short-
axis were digitized for the 1.00, 1.98, 3.00, 3.99,
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6.00 and 8.01 mm thickness tests for a total of 6 data
sets. The necessary vertical and horizontal scaling
factors to extract the physical front shapes were de-
termined from the detonation phase velocity, streak
camera write speed and a pre-shot imaged fiducial.

To determine a representation of the normal
velocity-curvature relation, the experimental front
shapes were fit to a form used by Hill13. This is a
series function form given by

z(r) = �
nX

i=1

a
i

h
ln

⇣
cos

⇣ ⇡⌘

2R
r
⌘⌘i

i

, (1)

where r is the distance from the center and the pa-
rameters a

i

and ⌘ (0 < ⌘ < 1) are fitting constants.
Here, either n = 1 or n = 2 was chosen for fitting
the slab front shape data to get a similar residual
level for all fits.

Parameteric D
n

�  data

The slab normal velocity D
n

and the front curva-
ture  are found from the relations,

D
n

=

D0p
1 + (z0)2

,  =

z00

[1 + (z0)2]3/2
(2)

where z0 = dz/dr, z00 = d2z/dr2. Use of a twice
continuously-differentiable (C2) analytic function
for z(r) yields smooth values of the first and sec-
ond derivatives (z0(r) and z00(r)).

Analytic shock shapes of the form (1) were fitted
to the raw experimental data for each test and are
shown in fig. 2. Note the significant local scatter in
the experimental shock shape due to the heteroge-
nous nature of the PBX 9501 explosive with HMX
grain sizes on the order of 100 µm14. The D

n

� 
relation derived for each test by using (2) is shown
in fig. 3. For charge sizes of 1.98 mm and above, the
D

n

� curves overlap well up to 90% of the charge
thickness, while there is some divergence beyond
90% (for about  < 1.2 mm�1). For the 1 mm
charge thickness, there is significantly more D

n

�
variation over 90% of the charge thickness than for
charge sizes 1.98 mm and above, and this is associ-
ated with the increased curvatures that are induced
across the front for small charges.
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Fig. 2. Comparison of the shock shape log-form
fits (eqn. (1)) to experimentally imaged shock shape
data for each slab test.
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Fig. 3. The D
n

�  data derived from eqns. (1)
and (2) for each slab thickness. Circles represent
the D

n

�  variation up to 90% of the charge thick-
ness, while the triangles denote 99% of the same
measure.
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DSD calibrations of slab data

To calibrate an explosive for DSD, a functional
form for the D

n

�  relation must be specified and
its parameters systematically varied to optimally fit
the available experimental data within the calibra-
tion procedure.

The calibration procedure used here is based on
the approach of Bdzil et al.15. To quantify the qual-
ity of a particular fit, a merit function is defined that
incorporates the error in the DSD-calculated deto-
nation thickness effect currve and associated front
shapes into a single metric. The merit function used
here is,

M =

w

N
TE

X

i=1,NTE

(F
i

(Dcalc

0,i � Dexp

0,i ))
2
+

1 � w

NT

r

X

i=1,NFS

E
i

X

j=1,Ni
r

((zi,calc

j

� zi,exp

j

))

2,

(3)

where zi,calc

j

and zi,exp

j

represent the calculated and
experimental j-th shock shape point for the i-th test,
Dcalc

0,i and Dexp

0,i are the calculated and experimen-
tal detonation velocity for the i-th test, N

TE

is the
number of thickness effect points, N i

r

is the total
number of shock front coordinates for the i-th test,
NT

r

=

P
i=1..NFS

N i

r

is the total number of front
shape coordinate points, and N

FS

is the number of
tests for which front shape data was obtained.

The merit function is structured with separate
thickness effect and front shape error components.
The factors E

i

and F
i

serve to nondimensional-
ize each error’s contribution to the merit function.
Here, the thickness effect and front shape errors
were scaled with the experimental detonation veloc-
ity and the charge-half-width of each test, respec-
tively. The relative contribution between the two
sets of errors is determined by the parameter w. In
the calibrations described below, w was set to 0.76,
slightly favoring a reduction in the thickness effect
error. The optimized parameters or parameteriza-
tion of the D

n

�  relation is obtained by numer-
ically minimizing the defined multivariable merit
function.

In the following, we present calibrations of
the thickness effect data and the associated front
shapes. The variations were obtained from cali-

brating three separate D
n

�  functional forms. In
all cases, the Chapman-Jouguet speed D

CJ

and the
edge angle �

e

were fixed in the optimization.

Rational polynomial form

The following standard D
n

�  functional form
is a polynomial in , given by

D
n

D
CJ

= 1 � ↵1
1 + ↵2+ ↵32

1 + ↵4+ ↵52
, (4)

where the ↵
i

are constants with ↵
i

� 0. The op-
timized parameters ↵

i

along with fixed D
CJ

and
�
e

are given in table 1 (note that ↵5 was not opti-
mized and set to zero). The resulting global D

n

�
curve is plotted in fig. 4 along with the log-form
(1) derived D

n

�  variation for each slab thick-
ness. For smaller curvatures that cover 90% of
the charge thickness, shown in the inset of fig. 4,
the D

n

�  variation derived from (4) follows the
closely grouped log-form fits. For larger curvatures,
the calibrated D

n

� curve does not follow the gen-
eral concavity of the log-form fitted data while, for
fixed D

n

, it has a curvature toward the lower end
of the majority of the log-form fitted experimental
D

n

�  data. This result is due to the influence of
fitting the 1 mm thickness effect point (all thickness
effect points had equal error bias), as it demanded
a steep downturn in the calculated thickness effect
curve to fit the 1 mm charge size, resulting in a com-
paratively large decrease in D

n

as a function of .

Table 1. Optimized fit parameters for the rational
polynomial D

n

�  function.

Parameter Values Units
D

CJ

8.795 mm/µs
↵1 0.054 mm
↵2 2.415 mm
↵3 2.34 ⇥ 10

�4 mm2

↵4 1.996 mm
↵5 0 mm2

�
e

29.86 deg
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Fig. 4. The D
n

�  variation from the optimized
polynomial function form (eqn. (4)) (black line)
compared with the various experimental log-form
fits of the slab front shapes.
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Fig. 5. The D
n

� variation from the optimized ex-
ponential function form (eqn. (5)) (black line) com-
pared with the various experimental log-form fits of
the slab front shapes.

Table 2. Optimized fit parameters for the exponen-
tial D

n

�  function.

Parameter Values Units
D

CJ

8.803 mm/µs
↵1 0.119 mm
↵2 1.62 ⇥ 10

�4 mm
↵3 10.030 mm2

↵4 5.652 mm
↵5 14.545 mm2

A 0.037 mme1

D1 3.081 1/mm
e1 0.075
�
e

28.98 deg

Exponential form

The following D
n

�  functional form was also
applied in the calibration of the slab data,

D
n

D
CJ

=

✓
1 +A((C1 � )e1 � Ce1

1 )�

B
1 + C2+ C32

1 + C4+ C52

◆
,

(5)

where A, e1, C1, B, C2, C3, C4, and C5 are the
fitting parameters. Note that this is the form used
in the previous DSD calibration of PBX 9501 by
Aslam2. The result appears in fig. 5 and parameter
values appear in table 2. When calibrated to the slab
data, it was found that the contribution of the expo-
nential term (which drives greater variation in D

n

over a small span in ) was relatively small in com-
parison to the results in Aslam2. This form captures
the general concavity of the experimental D

n

� 
shapes. Up to 90% of the charge width (fig. 5 inset),
the exponential form again captures the D

n

� vari-
ation well, but thereafter has too rapid a decrease in
D

n

as  increases.

Fractional power form

Lastly, the D
n

�  functional form

D
n

D
CJ

=

✓
1 � E�

1 + �

◆
, (6)

was calibrated to the slab data set, where E, �, and
� are the fitting parameters. The result of this cal-
ibration appears in fig. 6 and the parameters ap-
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Fig. 6. The D
n

�  variation from the optimized
fractional power function form (eqn. (6)) (black
line) compared with the various experimental log-
form fits of the slab front shapes.

pear in table 3. Again, we observe good agree-
ment between the fitted D

n

�  relation (6) and
the D

n

�  log-form fit to the experimental data
that covers 90% of the charge width (inset to fig. 6).
Thereafter the D

n

� fit (6) trends below the exper-
imental data, again due to a balance between fitting
shock shapes and thickness effect data.

Table 3. Optimized fit parameters for the fractional
power D

n

�  function.

Parameter Values Units
D

CJ

8.797 mm/µs
E 0.128 mm�

� 1.087
� 2.94 ⇥ 10

�4

�
e

29.60 deg

Slab thickness effect and shock shape comparison

Figure 7 shows the thickness effect curves (D0

vs. 1/T , solid lines) calculated from the three DSD
calibrations (eqns. (4), (5) and (6)) shown against
the experimental thickness effect data points (red
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Fig. 7. The thickness effect curves (D0 vs. 1/T ,
solid lines) calculated from the three DSD cal-
ibrations (eqns. (4), (5) and (6)) shown against
the experimental thickness effect data points (red
squares). Also shown are the corresponding pre-
dictions of the diameter effect curves (D0 vs.
1/R, dashed lines) from the three DSD calibrations
(eqns. (4), (5) and (6)) shown against the experi-
mental diameter effect data points (blue circles).

squares). The residual level (in RMS) is on the
order of the experimental velocity standard error
for all the calibrated curves. The polynomial and
fractional power fits slightly overestimate the thick
effects points at large slab sizes (inset to fig. 7)
due to the way the functional forms require a more
rounded variation in D

n

� for small . Each of the
calibrations also had a similar level of error in terms
of the front shape data (for example, fig. 8 shows the
results for the exponential D

n

() function).

Comparing to the rate-stick data

One of the major benefits of a DSD formula-
tion, where the normal detonation velocity is a func-
tion of the local shock curvature, is that its a ge-
ometry free representation. This implies that once
a DSD relation is calibrated, in this case to the
slab geometry, it should accurately capture detona-
tion wave propagation timing in other geometries,
such as cylindrical rate-sticks, provided that the nor-
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Fig. 8. The calculated front shapes for the expo-
nential D
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�  functional form (5) compared to the
experimental data.

mal detonation curvature primarily depends on lo-
cal curvature. This is the basis behind recent work
on the geometry depend behavior of DSD for PBX
9501, PBX 9502 and ANFO by Jackson & Short1.
In this regard, fig. 7 also shows the corresponding
predictions of the diameter effect curves (D0 vs.
1/R, dashed lines) from the three DSD calibrations
(eqns. (4), (5) and (6)) along with the experimen-
tal diameter effect data points (blue circles). It is
clear that each DSD prediction for the diameter ef-
fect curve lies above the experimentally determined
curve. In fact, the experimental data shows a size ef-
fect scale close to unity, i.e when D0(R) = D0(T )
and the ratio of charge radius R to the slab thick-
ness T is close to unity. A similar issue in predict-
ing the propagation in the alternative geometry was
found by Jackson & Short1 for the DSD prediction
of the PBX 9501 thickness effect curve using a pre-
vious DSD calibration of PBX 9501 rate-stick data
by Aslam2.

On the other hand, Jackson & Short1 found that
for the more non-ideal HE PBX 9502, a DSD cal-
ibration based on the rate-stick geometry gives a
good prediction of the experimentally determined
thickness effect curve in the slab geometry. The
reason the thickness effect curve (when plotted as
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Fig. 9. The predicted total curvature along with the
separate slab and axisymmetric curvatures compo-
nents for rate-stick radii R = 1.005 mm (shown in
blue) and R = 0.79 mm (shown in in red).

D0 vs. 1/T ) lies to the left of the diameter ef-
fect curve (when plotted as D0 vs. 1/R) can be
seen by examining the resulting (slab and axisym-
metric) curvature components. These components
are plotted in fig. 9, calculated from the D

n

� 
slab-derived fit (5). For both rate-stick calculations
shown at R = 0.79 and R = 1.005 mms, near the
origin, the two curvature components are close in
magnitude. Thereafter the slab curvature compo-
nent grows in magnitude relative to the axisymmet-
ric component. This difference in curvature compo-
nent variations across the charge underlies the dif-
ference in the size effect curves shown in fig. 7, as
previously explained by Jackson & Short1. For a
D

n

� based DSD description to reproduce the ob-
served experimental data which has a scale factor
close to one, it would require the slab and axisym-
metric curvature components to be equal across the
charge1.

Previous calibration of rate-stick data

Aslam2 has previously determined a D
n

�  re-
lation for PBX 9501 based solely on calibration
to rate-stick geometry experiments12. Figure 10
shows a comparison between the rate-stick cali-
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Fig. 10. The D
n

�  function previously found by
Aslam2 compared to the various experimental log-
form fits of the slab front shapes. Again, circles rep-
resent 90% of the radial extent of each front shape,
and the triangle denotes 99% in the same measure.

brated D
n

�  relation and the experimentally de-
rived D

n

�  curves for the slab geometry. It is
seen that the D

n

�  curve based on rate-stick ge-
ometry calibration has too rapid a decrease in D

n

with increasing curvature to match the slab geom-
etry data, even for small curvatures (as seen in the
inset to fig. 10). Although the D

n

�  relation de-
rived by Aslam12 fits the rate-stick diameter effect
curve well, the more rapid decrease of D

n

with 
would lead to smaller phase velocities in the slab
geometry than observed experimentally, and again
underlies the discrepancy in the size effect curves
shown in fig. 7. In fig. 11, the slab shock shapes are
compared with those predicted by the D

n

�  rela-
tion derived by Aslam2. Again the D

n

�  derived
shapes are generally too curved to match the slab
data.

Discussion

It is clear from the above that, except for the
larger charge sizes, a DSD formulation for PBX
9501 when calibrated to the slab geometry does not
reproduce the corresponding diameter effect curve
as closely as might be expected, given that PBX
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Fig. 11. The predicted front shapes by Aslam’s2

calibration of the rate-stick data compared to the ex-
perimental data.

9501 is an ideal explosive with a short reaction
zone. On the other hand, a DSD formulation for
PBX 9502 provides a significantly better represen-
tation of the size effect curve for equivalent val-
ues of the ratio of D0 to the Chapman-Jouguet
velocity1. There are a number of reasons for this.
One possibility is an issue with the PBX 9501 ex-
perimental data. For instance, the rate-stick data
only had one charge size (25.4-mm diameter) with
associated front curvature data. Manufacturing of
the small rate-stick charges could also be an issue,
depending on whether the charges were pressed in
molds or cut from large billets. The large HMX
grains in PBX 9501 also can be an issue when ma-
chining to final diameter, where they can get easily
pulled out of the explosive.

Another possibility for the break down of the
DSD approach for PBX 9501 at smaller charge
sizes is that high-order effects become important.
These include front acceleration and transverse flow
effects, which become relevant when order one
changes in the shock angle across the charge are
observed15. Figure 12 shows the shock angle across
the various slab charges as a function of distance
from the center of the slab, both for the exponential
DSD fit form and also derived from the log-fit forms
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Fig. 12. Shock angle (�) in radians vs r for the var-
ious slab tests. The DSD calculations (for the ex-
ponential functional form case) appear in solid lines
and their experimental analogues derived from the
log-form fits appear as dashed lines.

to the experimental data. Figure 13 shows the cor-
responding magnitude of the higher-order DSD ac-
celeration term DD

n

/Dt = �(D0 sin�)2s

based
on the DSD exponential functional form. For the
larger slab thicknesses, order one changes in �
and DD

n

/Dt are only observed near the charge
edge. However, for the smaller charges, the ac-
celeration terms become large across a significant
section of the charge, indicating that the phase ve-
locities would likely be significantly influenced by
higher-order effects.
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Question

Michael L. Hobbs, SNL
What were your reasons for choosing the different fit
forms, e.g. rational polynomial, exponential, etc.?
Reply by Carlos Chiquete

The idea was to show that the relatively poor
prediction of the diameter effect data from the
slab-based calibration was not a product of using a
particular fitting form.

Question

John Bdzil, LANL
9501 - I see that the 2-to-1 radius-to-thickness scal-
ing for the diameter-effect curve works well for

9501. Yet, you are showing that the two components
of curvature are different. How is this explained?
Replies by Carlos Chiquete

This is the primary subject of our future inves-
tigation. As mentioned in our conclusions, the
failure of the leading order D

n

�  calibration to
reproduce the relationship between the two size
effect curves for the smaller charge sizes could be
explained by the omission in the theory of front
acceleration and transverse flow effects which are
accentuated for these smaller tests. Alternatively
(but more speculatively), problems in the data set
itself could account for the discrepancy between
theory and experiment.

9502 - Did you see the 2-to-1 scaling for 9502 for
the diameter/slab effect?

The 2-to-1 scaling is not observed for PBX
9502 to the degree that it is for the PBX 9501
experimental data (See Jackson and Short1).

Given that you don’t see the 2-to-1 scaling for the
diameter/slab effect, how does DSD do at predict-
ing the diameter/slab effect data given only the slab
calibration results?

A calibration of the available slab data for PBX
9502 has not yet been performed, however, the rate-
stick test based calibration is successful in repro-
ducing the experimental slab geometry data accord-
ing to Jackson and Short1. In relation to PBX 9502,
it should be pointed out that the PBX 9501 calibra-
tion calculations require a greater departure in nor-
mal detonation velocities from D

CJ

. DSD theory
is derived under the assumption of small departures
of the detonation front velocity from the limiting
Chapman-Jouguet velocity.
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