Excitation of Magnetosonic Waves in the Terrestrial Magnetosphere: Particle-in-cell Simulations
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Abstract. Two-dimensional electromagnetic particle-in-cell simulations are performed to study the temporal development of an ion Bernstein instability driven by a proton velocity distribution with positive slope in the perpendicular velocity distribution \( f_p(v_\perp) \), where \( \perp \) denotes directions perpendicular to the background magnetic field \( B_0 \). A subtracted Maxwellian distribution is first used to construct the positive slope in \( f_p(v_\perp) \) and linear kinetic dispersion analysis is performed. The results of a simulation using such an initial proton distribution agree well with the linear kinetic analysis. The simulation results demonstrate that the ion Bernstein instability grows at propagation angles nearly perpendicular to \( B_0 \), and at frequencies close to the harmonics of the proton cyclotron frequency. The distribution in the simulation is further generalized to contain a proton shell with a finite thermal spread and a relatively cold ion background. The simulation results show that the presence of the cold background protons and the increase of the shell velocity shift the excited waves close to the cold plasma dispersion relation for magnetosonic waves, i.e., \( \omega_r = kv_A \), where \( \omega_r \) is the wave frequency, \( k \) is the wave number, and \( v_A \) is the Alfvén velocity. The general features of the simulated field fluctuations resemble observations of fast magnetosonic waves near the geomagnetic equator in the terrestrial magnetosphere. A test particle computation of energetic electrons interacting with the simulated electromagnetic fluctuations suggests that this growing mode may play an important role in the acceleration of radiation-belt relativistic electrons.
1. Introduction

Enhanced field fluctuation spectra with peaks at frequencies close to the proton cyclotron frequency and its harmonics up to the lower hybrid frequency have been observed near the geomagnetic equator of the terrestrial magnetosphere at radial distances between 2 and 8 \( R_E \) [Russell et al., 1970; Perraut et al., 1982; Santolík et al., 2002]. The typical amplitude of the associated magnetic fluctuations is 0.03 \( \sim \) 0.2 nT [Perraut et al., 1982], which suggests \( \delta B/B_0 \sim 10^{-4} \) (\( B_0 \) is the background geomagnetic field). The waves propagate nearly perpendicular to \( B_0 \), are primarily confined within 2 \( \sim \) 3° of the geomagnetic equator, and are mainly observed in the afternoon and premidnight sectors. Observations [Perraut et al., 1982; Boardsen et al., 1992; Meredith et al., 2008] and theoretical studies [Gul'elmi et al., 1975; McClements et al., 1994; Chen et al., 2010] suggest that the waves are driven by energetic protons at energies of tens keV which have ring-like distributions with \( \partial f_p(v_{\perp})/\partial v_{\perp} > 0 \) (\( f_p(v_{\perp}) \) is the perpendicular velocity distribution function).

These waves were first referred to as “equatorial noise” [Russell et al., 1970], but more recently have been called “fast magnetosonic waves” because observations show that the wave magnetic field component is polarized along the background geomagnetic field [Perraut et al., 1982] and the ratio of the electric field intensity to the magnetic field intensity is in good agreement with the theoretical values for fast magnetosonic waves at wave normal angles near 90° [Boardsen et al., 1992]. These enhanced fluctuations are believed to play an important role in the transverse heating of thermal protons [Curtis, 1985; Horne et al., 2000] and the acceleration of radiation-belt electrons [Horne and Thorne, 1998; Horne et al., 2007; Shprits, 2009; Bortnik and Thorne, 2010].
Denton et al. [2010] provided further insight into these enhanced fluctuations. Using both Cluster observations in the plasma sheet boundary layer and linear kinetic dispersion theory, they demonstrated that the waves are excited by a ring-type property of the proton velocity distribution. They also found that the wave properties change significantly with the proton beta ($\beta_p$). At $\beta_p \ll 1$, these fluctuations are predominantly electrostatic, suggesting that these waves are more accurately described as ion Bernstein waves [Janhunen et al., 2003; Ashour-Abdalla et al., 2006]. As $\beta_p$ approaches unity, the waves develop a strong electromagnetic component. The excited magnetic field fluctuations have components in both the perpendicular and parallel directions (with regard to $B_0$), but the perpendicular fluctuations are larger. More interestingly, the parallel magnetic fluctuations $\delta B_\parallel$ become dominant when $\beta_p$ is further increased, which resembles the fluctuations referred to as fast magnetosonic waves that are observed near the geomagnetic equator in the terrestrial magnetosphere. These results have been confirmed by Gary et al. [2010], who further pointed out that the maximum instability growth rate decreases with increasing electron-to-proton temperature ratio.

Different with the situation in the plasma sheet boundary layer, magnetosonic waves in the inner magnetosphere are usually driven by a tenuous energetic (tens keV) proton velocity ring (relative density of several percent or less) in the presence of a cold dense background plasma (with electron and ion temperatures $\sim 1$ eV) [Perraut et al., 1982; Boardsen et al., 1992]. The ring velocity is $v_r \sim v_A$ where $v_A$ is the Alfvén velocity. The ring generally has a significant thermal spread which corresponds to a thermal velocity on the order of one tenth of $v_A$ [McClements et al., 1994; Horne et al., 2000]. Perraut et al. [1982] developed a simple theoretical model for the generation of magnetosonic
waves which includes a cold plasma background plus a cold proton ring. They found that when the relative density of the ring protons is small (2%), \( v_r > v_A \) is required for instability and the excited waves approximately follow the cold plasma dispersion relation for magnetosonic waves, i.e., \( \omega_r = k v_A \), where \( \omega_r \) is the wave frequency and \( k \) is the wave number. However, \( v_r > v_A \) is no longer a condition for instability for more intense proton rings (10%). The excited waves are shown to move away from the cold plasma dispersion relation for magnetosonic waves (Figure 17 of Perraut et al. [1982]) and are akin to the ion Bernstein waves studied in Denton et al. [2010] and Gary et al. [2010].

Although some simulation studies have addressed the ion Bernstein instability in the electrostatic limit [Lee and Birdsall, 1979; Janhunen et al., 2003], no simulations have addressed the fully electromagnetic properties of this instability appropriate for the magnetosphere. The present study carries out two-dimensional (two spatial dimensions, but all three velocity components retained) electromagnetic particle-in-cell (PIC) simulations to investigate the properties of the ion Bernstein instability driven by proton distributions with \( \partial f_p(v_\perp)/\partial v_\perp > 0 \). The PIC code used is a reduced version of the three-dimensional PIC model in Liu et al. [2006] and has been successfully applied to the study of particle energization by oblique inertial Alfvén waves in the auroral region [Seyler and Liu, 2007].

In the present study, we first follow Gary et al. [2010] and use a subtracted Maxwellian distribution to drive the instability so that a close comparison of the simulation results with linear kinetic dispersion theory can be performed. Then the ion distribution is generalized in the simulation to include a proton shell with a finite thermal spread and a relatively cold ion background which has a Maxwellian distribution. The simulation results demonstrate that the ion Bernstein instability grows at propagation angles nearly...
perpendicular to $B_0$, with a fluctuating field spectrum with peaks at frequencies close to
the first few harmonics of the proton cyclotron frequency, in agreement with recent theory
[Denton et al., 2010; Gary et al., 2010] and observations of fast magnetosonic waves. The
results also show that the excited waves approach the cold plasma dispersion relation for
magnetosonic waves as the relative density of the ring protons decreases and the ring
velocity increases.

This paper is organized as follows: section 2 describes the linear kinetic dispersion anal-
ysis of the instability for a subtracted Maxwellian proton distribution; section 3 presents
the simulation results of the instability for the subtracted Maxwellian proton distribution
and the comparison with linear kinetic dispersion analysis; section 4 presents the simula-
tion results of the instability for the generalized ion distribution; section 5 discusses the
scattering of relativistic electrons by the simulated electromagnetic waves; and the con-
cclusions are summarized in section 6. Throughout the paper, subscript $p$ denotes proton
quantities, and subscript $e$ denotes electron quantities. The background magnetic field is
$B_0 = \hat{y}B_0$, and the symbols $\parallel$ and $\perp$ denote directions relative to $B_0$. For the $j$th species
or component, the plasma frequency is $\omega_j = \sqrt{n_je_j^2/\epsilon_0m_j}$, the non-relativistic cyclotron
frequency is $\Omega_j = e_jB_0/m_j$ which contains the sign of the charge, and the thermal speed is
$v_j = \sqrt{2k_BT_j/m_j}$. The Alfvén velocity is $v_A = B_0/\sqrt{\mu_0n_0m_p}$, where $n_0$ is the unperturbed
total plasma density. The ion inertial length is $\lambda_i = \sqrt{m_p/n_0\mu_0e^2}$.

2. Linear Kinetic Dispersion Theory

A simple subtracted Maxwellian distribution is first used to construct the positive slope
in $f_p(v_\perp)$ in the present study because our linear kinetic dispersion code is based on
bi-Maxwellian velocity distributions [Gary, 1993]. The proton distribution is

\[ f_p(v) = f_1(v) - f_2(v), \]  

(1)

with

\[ f_j(v) = \frac{n_j}{(\pi v_j^2)^{3/2}} \exp(-v^2/v_j^2). \]  

(2)

Here \( v^2 = v_{\parallel}^2 + v_{\perp}^2 \), \( v_j \) is the \( j \)th species thermal speed (both are protons). This distribution is isotropic although non-Maxwellian. This simplifies the physics involved by excluding the possible development of the Alfvén cyclotron instability which can be driven by anisotropic protons [Gary, 1993]. We choose the dimensionless parameters to be \( n_1/n_0 = 6.3, n_2/n_0 = 5.3, T_1/(m_p v_A^2) = 0.4, T_2/T_1 = 0.9 \). Note that \( n_2/n_1 < (T_2/T_1)^{3/2} \) is required to avoid negative values in \( f_p(v) \). With these parameters, \( \beta_p = (n_1 T_1 - n_2 T_2)/(B_0^2/2 \mu_0) = 2(n_1 T_1 - n_2 T_2)/(n_0 m_p v_A^2) = 1.2 \) and Figure 1a illustrates the proton velocity distribution \( f_p(v_{\perp}, v_{\parallel}) \) in the \( v_{\parallel}-v_{\perp} \) coordinates. Electrons in the present study have a Maxwellian distribution and \( T_e/T_1 = 0.01 \).

In order to assess the amount of free energy available from the proton velocity distribution used, we follow Janhunen et al. [2003] to define the free energy of a given distribution to be the kinetic energy of the original distribution minus the kinetic energy of the closest equilibrium distribution, assuming that the wave-particle interactions locally “level out” the positive slope in the original distribution and that the resulting distribution corresponds to the closest equilibrium distribution when the flattening procedure levels out the overall positive slope. In addition, we require the number of protons to be conserved \( (4\pi \int_0^\infty v^2 f_p(v)dv = \text{constant}) \) during the flattening procedure (Note the method in Janhunen et al. [2003] does not conserve the total number of particles, which is nonphysical).
With these assumptions, the original distribution used and its closest equilibrium distribution are shown in Figure 2 as the solid line and the dashed line, respectively. The free energy in this case is found to be only 0.35% of the total kinetic energy.

Linear kinetic dispersion theory for electromagnetic fluctuations in a homogeneous, magnetized, collisionless plasma is then applied to the instability analysis. The Cartesian coordinate system of the linear dispersion analysis [Gary, 1993] admits spatial variations in both the direction parallel to $B_0$ (corresponding to $y$ direction in the PIC simulations) and one direction perpendicular to the background field (corresponding to $x$ direction in the PIC simulations), but no spatial variations in the other perpendicular direction (corresponding to $z$ direction in the PIC simulations). So the wavevector is defined as $k = k_{\perp} \hat{x} + k_{\parallel} \hat{y}$ and the complex frequency is $\omega = \omega_r + i\gamma$ where $\gamma > 0$ represents temporal growth of a fluctuating normal mode of the plasma.

Linear kinetic dispersion analysis for the given proton distribution using realistic proton-to-electron mass ratio ($m_p/m_e = 1836$) and $\omega_p/\Omega_p = 294$ has been reported by Gary et al. [2010]. They found that the ion Bernstein instability grows at frequencies near the proton cyclotron harmonics up to $\omega \approx 5\Omega_p$. The local maximum growth rate $\gamma_{max}$ decreases as the harmonic number increases. For waves of $\omega \approx \Omega_p$, $\gamma_{max}/\Omega_p = 0.038$ at $k\lambda_i \approx 4.9$ and $\theta \approx 86.7^\circ$, where $\theta$ is the wave propagation angle with regard to $B_0$. For waves of $\omega \approx 2\Omega_p$, $\gamma_{max}/\Omega_p = 0.036$ at $k\lambda_i \approx 8.7$ and $\theta \approx 87.9^\circ$. In the present work, a reduced proton-to-electron mass ratio of 100 and a relatively small $\omega_p/\Omega_p$ of 15 are used, consistent with the PIC simulations. Both observations and our simulations suggest that the instability saturates at very low level, which requires many simulation particles in order to achieve a reasonable signal-to-noise ratio in the simulation. Consequently, a
reduced proton-to-electron mass ratio and a relatively small $\omega_p/\Omega_p$ are needed to enable a reasonably large time step. As we will show, choosing such reduced parameters does not change the essential physics, although they do slightly affect the properties of the ion Bernstein instability.

For the proton distribution shown in Figure 1a and the plasma parameters stated above, the ion Bernstein instability is found to grow at frequencies near the first two proton cyclotron harmonics ($\omega \approx \Omega_p, 2\Omega_p$). However, linear theory predicts that the growth of the instability at $\omega \approx 3\Omega_p, 4\Omega_p$, and $5\Omega_p$ is suppressed by the reduced proton-to-electron mass ratio and the relatively small $\omega_p/\Omega_p$ used. The suppression of the higher harmonics is due to enhanced Landau damping from the electrons. The reduced parameters make the parallel wave electric field larger. They also shift the unstable waves slightly away from nearly perpendicular propagation so $k_\parallel$ is larger and more electrons get into Landau resonance. Both factors would enhance the electron Landau damping, especially for higher harmonics. The growth rates as a function of $k\lambda_i$ and $\theta$ for waves near the first and the second proton cyclotron harmonics are displayed in the left panel and the right panel of Figure 3, respectively. The asterisk in each panel represents the location of the local maximum growth rate $\gamma_{\text{max}}$. For waves of $\omega \approx \Omega_p$, $\gamma_{\text{max}}/\Omega_p = 0.044$ at $k\lambda_i \approx 4.9$ and $\theta \approx 86.1^\circ$. For waves of $\omega \approx 2\Omega_p$, $\gamma_{\text{max}}/\Omega_p = 0.035$ at $k\lambda_i \approx 9.1$ and $\theta \approx 86.8^\circ$. The solid black contour line in each panel represents the contour of $\gamma/\Omega_p = 0.03$. The instability can grow over wide ranges of $k\lambda_i$ and $\theta$ with significant growth rates. Linear analysis also shows that the amplitude relations among electric and magnetic field components of these waves are $\delta E_x \gg \delta E_z \geq \delta E_y$ and $\delta B_z \geq \delta B_y \gg \delta B_x$, but the amplitude relation between $\delta B_z$ and $\delta B_y (\delta B_\parallel)$ changes with $\beta_p$ quite significantly. The compressible component $\delta B_\parallel$
starts to dominate as $\beta_p$ increases, in agreement of with the work of Denton et al. [2010]. Note that the instability has a large electrostatic component ($\delta E_x$) even at $\beta_p \sim 1$.

3. Simulation Results: Case I-Subtracted Maxwellian Distribution

A PIC simulation (Case I) is carried out for the subtracted Maxwellian distribution shown in Figure 1a and the simulation results are compared with the linear kinetic dispersion analysis in section 2. The two-dimensional simulation domain lies in the $x-y$ plane and the background magnetic field is in the $y$ direction. Periodic boundary conditions are used in both dimensions. Due to the nearly perpendicular propagation of the instability, we choose $L_x = 9.6\lambda_i$, $N_x = 128$, $L_y = 64\lambda_i$, and $N_y = 64$. The present simulation has 48000 ions and 48000 electrons in each cell in order to achieve a reasonable signal-to-noise ratio. Consequently, a reduced proton-to-electron mass ratio ($m_p/m_e = 100$) and a relatively small $\omega_p/\Omega_p = 15$ are used to enable a reasonably large time step $\Delta t\Omega_p = 0.001$.

Figure 4 displays the time evolution of the energies in different electric and magnetic field components in the simulation. The panels from top to bottom are for $E_x$, $E_y$, $E_z$, $B_x$, $B_y$, and $B_z$, respectively. It is clear that $\delta E_x \gg \delta E_z \geq \delta E_y$ and $\delta B_z \geq \delta B_y \gg \delta B_x$, in agreement with the linear kinetic analysis results in section 2. The instability is weak and saturates at a very low level. The wave energy in the electric and magnetic fields at saturation is about $6 \times 10^{-5}$ (normalized to $B_0^2/2\mu_0$), which is only 1% of the free energy estimated in Figure 2. So an exponential growth phase of the energy does not clearly stand out for some of the weakest field components, e.g., $E_y$. Nevertheless, the saturation levels shown by Figure 4 are reliable and physical, because another simulation with 9600 particles per cell produces the same saturation levels. The exponential growth phase of the magnetic energy of $B_z$ estimates the growth rate of the instability to be $\gamma/\Omega_p \approx 0.03$. 

This is slightly less than the growth rate predicted by the linear kinetic dispersion analysis based on the initial proton distribution. As we will show later, the interactions of the protons with the enhanced electromagnetic waves in the simulation gradually reduce the positive slope in the proton distribution, which naturally reduces the growth rate of the instability. Furthermore, note that the dominant electric field component is $\delta E_x$. It is mainly the electrostatic contribution, given the nearly perpendicular propagation of the instability. Nevertheless, $\delta E^2/(\delta Bc)^2 \sim 0.1$, so most of the wave energy is still in the magnetic fluctuations, which is consistent with observations [Boardsen et al., 1992].

Figure 5 displays the $E_x$ fluctuations from the simulation at $t\Omega_p = 100$. The top panel shows the contour plot of $E_x/cB_0$, while the bottom panel presents the spatial power spectrum of $E_x/cB_0$. The two solid black contour lines in the bottom panel are the same ones in Figure 3 but are now plotted in the $k_\perp \lambda_i - k_\parallel \lambda_i$ coordinates. They represent the contours of $\gamma/\Omega_p = 0.03$ given by linear kinetic dispersion theory for waves near the first two proton cyclotron harmonics. The lower left contour is for the first harmonic while the upper right contour is for the second harmonic. The regions of enhanced fluctuations are close to the two contours and reveal the growth of the waves near the first two proton cyclotron harmonics. This is further confirmed by Figure 6, which presents the temporal spectrum of $E_x$ at $x = 4.8\lambda_i$ and $y = 32\lambda_i$ from $t\Omega_p = 80$ to $t\Omega_p = 160$. Spectral peaks at $\omega \approx \Omega_p, 2\Omega_p$ are clear, in agreement with the prediction of linear kinetic theory that the instability is unstable near the first two proton cyclotron harmonics. In addition, Figure 5 and Figure 6 suggest that the phase speed of the excited waves is much less than $v_A$ so these waves do not follow the cold plasma dispersion relation for magnetosonic waves. This is consistent with the analysis of Perraut et al. [1982] that instability can occur even
if \( v_r < v_A \) for intense proton rings and the excited waves move away from the cold plasma dispersion relation for magnetosonic waves in this case.

The proton distribution evolves with time in the simulation due to wave-particle interactions. The modification of the proton distribution is mainly due to \( E_x \) through ion gyroresonance with the enhanced waves. Figure 5 and Figure 6 suggest that the strongest waves in the simulation have \( \omega_r \approx \Omega_p \), \( k_{\perp} \lambda_i \approx 5 \), and \( k_{\parallel} \lambda_i \approx \pm 0.3 \) (given the symmetry of the simulation, the system has waves propagating at both parallel and anti-parallel directions). The protons in cyclotron resonance with these waves are mainly the ones with \( v_{\parallel} \approx 0 \), as discussed in Chen et al. [2010]. In addition, Kennel and Engelmann [1966] found that a particle interacting with a single wave is constrained to move on a diffusion surface given by \((v_{\parallel} - \omega_r/k_{\parallel})^2 + v_{\perp}^2 = \text{const.}\) In other words, particle energy is conserved in a reference frame moving at the parallel phase velocity of the wave. The proton velocity distribution at \( t\Omega_p = 160 \) from the simulation is displayed in Figure 1b. Figure 1c shows the difference between Figure 1a and Figure 1b and highlights the change of the proton distribution from \( t\Omega_p = 0 \) to \( t\Omega_p = 160 \). The two dashed lines in Figure 1c represent the diffusion surfaces for protons of \( v_{\parallel} = 0 \) and \( v_{\perp}/v_A = 0.8 \) interacting with the strongest waves of \( k_{\parallel} \lambda_i \approx 0.3 \) and \( k_{\parallel} \lambda_i \approx -0.3 \), respectively. Protons of \( v_{\parallel} \approx 0 \) are clearly scattered from a region near \( v_{\parallel}/v_A = 0.6 \) toward \( v_{\parallel} = 0 \), following the direction of the diffusion surfaces. To further demonstrate the change of the proton distribution, \( f_p(v_{\perp}) \) for protons of \( |v_{\parallel}|/v_A \leq 0.01 \) at \( t\Omega_p = 160 \) is calculated from the simulation and shown as the dash-dotted line in Figure 2. The positive slope in \( f_p(v_{\perp}) \) (for protons with \( v_{\parallel} \approx 0 \)) has been reduced by the development of the instability.
4. Simulation Results: Case II-Generalized Proton Distribution

Magnetosonic waves in the inner magnetosphere are usually driven by a tenuous energetic proton velocity ring in the presence of a relatively cold dense background plasma \cite{Perraut et al., 1982; Boardsen et al., 1992}. The presence of the background plasma is important and affects the properties of the instability. This section presents the results of another PIC simulation (Case II) which includes 90\% of relatively cold background protons. In this simulation, we generalize the subtracted Maxwellian proton distribution in section 3 to a distribution composed of a proton shell with a finite thermal spread and a relatively cold ion background,

\[
f_p(v) = \frac{n_s}{A} \exp[-(v - v_s)^2/v_{sth}^2] + \frac{n_b}{(\pi v_{bth}^2)^{3/2}} \exp[-(v)^2/v_{bth}^2],
\]

where \(n_s, v_{sth}, v_s, n_b, \) and \(v_{bth}\) are the density of the shell protons, the thermal spread of the shell protons, the shell velocity, the density of the background ions, the thermal velocity of the background ions, respectively, and \(A = \pi^{3/2} v_{sth}(v_{sth}^2 + 2v_s^2)[1 + erf(v_s/v_{sth})] + 2\pi v_s v_{sth}^2 \exp(-v_s^2/v_{sth}^2)\) is the normalization factor (\(erf\) is the error function). Here a velocity shell is used instead of a velocity ring. The reason is similar as discussed in section 2 that using an isotropic distribution simplifies the physics involved by excluding the possible development of the Alfvén cyclotron instability. The advantage of this generalized distribution over the subtracted Maxwellian distribution is that we can now freely adjust \(v_s\) while the thermal spread of the proton shell is unaffected. However, a linear kinetic dispersion code for such a distribution is currently not available so the simulation results cannot yet be compared against linear kinetic theory.

The subtracted Maxwellian distribution used in Case I is indeed close to a proton shell with \(v_s/v_A = 0.8\) and \(v_{sth}/v_A = 0.7\). If we choose the dimensionless parameters in equation...
3 to be \( n_s/n_0 = 1 \) (so \( n_b/n_0 = 0 \)), \( v_{sth}/v_A = 0.7 \), and \( v_s/v_A = 0.8 \), the resulting proton distribution can be shown to be close to the subtracted Maxwellian distribution (the solid line) shown in Figure 2. As expected, a simulation using such a proton shell as the initial proton distribution (all other parameters are the same as in section 3) produces very similar results (not shown).

In the simulation of Case II, we have \( n_s/n_0 = 0.1 \) (so \( n_b/n_0 = 0.9 \)), \( v_{sth}/v_A = 0.45 \), \( v_s/v_A = 2.0 \), and \( v_{bth}/v_A = 0.045 \) (which corresponds to a temperature of 5 eV if \( v_s/v_A = 2.0 \) corresponds to 10 keV). The resulting proton distribution from equation (3) is shown in Figure 7 as the solid line. It is also displayed in the \( v_{||}-v_{\perp} \) coordinates by Figure 8a. This distribution resembles the proton distribution used in Horne et al. [2000] except that \( n_s \) is slightly larger here to drive the instability more strongly to facilitate the development of the instability in the PIC simulation. For such a proton distribution, the simple theoretical model in Perraut et al. [1982] suggests that the excited waves would approach the cold plasma dispersion relation for magnetosonic waves since \( v_s \) is large and \( n_s \) is relatively small. Accordingly, we choose \( L_x = 12.8\lambda_i \), \( N_x = 128 \), \( L_y = 384\lambda_i \), and \( N_y = 128 \) (also through trial and error). The simulation has 14400 energetic shell protons, 14400 background protons and and 14400 electrons in each cell. Same as Case I, a reduced proton-to-electron mass ratio \( (m_p/m_e = 100) \) and a relatively small \( \omega_p/\Omega_p = 15 \) are used to enable a reasonably large time step \( \Delta t\Omega_p = 0.001 \). The electrons in Case II follow a Maxwellian distribution and have the same temperature as the background ions.

Figure 9 displays the time evolution of the energies in different electric and magnetic field components in the simulation. Same as Figure 4, the panels from top to bottom are for \( E_x, E_y, E_z, B_x, B_y, \) and \( B_z \), respectively. While \( \delta E_x \) still dominates among the electric
field components, the compressible magnetic component $\delta B_\parallel (\delta B_y)$ dominates among the magnetic field components. This is consistent with the magnetosonic wave observations in the inner magnetosphere that the wave magnetic field component is polarized along the background geomagnetic field [Perraut et al., 1982]. As in Case I, most of the wave energy is in the magnetic fluctuations $(\delta E^2/(\delta Bc)^2 \sim 0.1)$. The exponential growth phase of the magnetic energy of $B_y$ estimates the growth rate of the instability to be $\gamma/\Omega_p \approx 0.07$, which is larger than the growth rate in Case I as $v_s$ is larger in Case II.

The $E_x$ fluctuations from the simulation at $t\Omega_p = 70$ are shown in Figure 10. The top panel shows the contour plot of $E_x/cB_0$ and the bottom panel presents its spatial power spectrum. The strongest wave in the simulation is at $k_x \lambda_i \approx 3.5$, and $k_y \lambda_i \approx 0.3$, which corresponds to a propagation angle of $85^\circ$. Figure 11 presents the frequency spectrum of $E_x$ at $x = 6.4\lambda_i$ and $y = 192\lambda_i$ from $t\Omega_p = 0$ to $t\Omega_p = 100$. It is clear that the unstable harmonics have shifted to the third, the fourth and the fifth proton cyclotron harmonics. Figure 11 also shows that the fourth harmonic is the strongest one and suggests that it corresponds to the strongest wave at $k_x \lambda_i \approx 3.5$, and $k_y \lambda_i \approx 0.3$ in Figure 10. If so, the corresponding phase speed of this wave is $\omega/k \approx 1.1v_A$. Therefore, the excited waves are close to the cold plasma dispersion relation for magnetosonic waves as suggested by the simple theoretical model in Perraut et al. [1982]. Due to the contribution of the energetic shell protons, the overall plasma is not exactly cold. This might have caused the phase velocity to be slightly larger than the Alfvén velocity.

Similar to Case I, the proton distribution evolves with time in Case II due to wave-particle interactions. Figure 8b displays the proton velocity distribution $f_p(v_\perp, v_\parallel)$ at $t\Omega_p = 100$. The change of the shell proton distribution from $t\Omega_p = 0$ to $t\Omega_p = 100$ is
shown in Figure 8c. As discussed above, the strongest waves in Case II have $\omega_r \approx 4\Omega_p$, $k_{\perp}\lambda_i \approx 3.5$, and $k_{\parallel}\lambda_i \approx \pm 0.3$ (the system has waves propagating at both parallel and anti-parallel directions due to the symmetry of the simulation). The two dashed lines in Figure 8c represent the diffusion surfaces for protons of $v_\parallel = 0$ and $v_\perp/v_A = 2$ interacting with the strongest waves of $k_{\parallel}\lambda_i \approx 0.3$ and $k_{\parallel}\lambda_i \approx -0.3$, respectively. Protons of $v_\parallel \approx 0$ are scattered from a region near $v_\parallel/v_A = 2$ toward $v_\parallel \sim 1$, following the diffusion surfaces.

In addition, $f_p(v_\perp)$ for protons of $|v_\parallel|/v_A \leq 0.02$ at $t\Omega_p = 100$ is calculated from the simulation and shown as the dash-dotted line in Figure 7. The trough in $f_p(v_\perp)$ (for protons with $v_\parallel \approx 0$) has been filled up and the positive slope has disappeared.

5. Scattering of Relativistic Electrons

Fast magnetosonic waves in magnetosphere are believed to play an important role in scattering the relativistic radiation-belt electrons [Horne and Thorne, 1998; Horne et al., 2007; Shprits, 2009; Bortnik and Thorne, 2010]. Like whistler waves, they not only pitch-angle scatter but also accelerate the relativistic electrons. Wave-particle interactions in the radiation belts have been usually studied in terms of quasi-linear theory [Kennel and Engelmann, 1966; Lerche, 1968]. According to quasi-linear theory, the scattering of electrons by electromagnetic waves is described by a Fokker-Planck diffusion equation [Summers, 2005],

$$\frac{\partial f}{\partial t} = \frac{1}{\sin \alpha} \frac{\partial}{\partial \alpha} \left( D_{\alpha\alpha} \sin \alpha \frac{\partial f}{\partial \alpha} \right) + \frac{1}{\sin \alpha} \frac{\partial}{\partial \alpha} \left( D_{\alpha p} \sin \alpha \frac{\partial f}{\partial p} \right) + \frac{1}{p^2} \frac{\partial}{\partial p} \left( p^2 D_{p\alpha} \frac{\partial f}{\partial \alpha} \right) + \frac{1}{p^2} \frac{\partial}{\partial p} \left( p^2 D_{pp} \frac{\partial f}{\partial p} \right),$$

where $f$ is the spatially uniform, zeroth-order, gyrophase-averaged electron distribution function, $t$ is time, $\alpha$ is pitch angle, $p = |p| = |\gamma m_e v|$ is the electron momentum ($\gamma = \ldots$
The Lorentz factor), $D_{aa}$ is the pitch-angle diffusion coefficient, $D_{pp}$ is the momentum diffusion coefficient, and $D_{ap} = D_{pa}$ is the mixed diffusion coefficient. The diffusion coefficients depend on the wave spectra and plasma properties. They are generally a function of pitch angle and electron energy.

Following Liu et al. [2010], test particle computations are used to investigate the scattering of relativistic electrons by the enhanced fluctuations from the simulated proton Bernstein instability. The test particle code follows the equations of motion of relativistic test electrons in the electric and magnetic fields of input waves which, in the present study, come from the PIC simulation Case I in section 3 during the quasi-steady state (starting from $100\Omega_p^{-1}$). The test particle computation uses the same simulation domain as the PIC simulation ($L_x = 9.6\lambda_i$, $N_x = 128$, $L_y = 64\lambda_i$, and $N_y = 64$) and the realistic electron mass ($m_p/m_e = 1836$). A small time step $\delta t = 1.0 \times 10^{-4}\Omega_p^{-1}$ is employed to well resolve the electron gyro-motion. The test particle computation has 8192 test electrons, enough to make the results statistically significant. The test electrons are initialized to have the same kinetic energy $E_e$ and the same pitch angle $\alpha$, but have a uniformly-distributed random phase angle $\phi$, position $x$, and position $y$. Liu et al. [2010] showed that $D_{aa}$ can be determined from the slope of the linear temporal growth phase of the mean-square pitch-angle change ($<\Delta\alpha^2>$) of the test electrons

$$D_{aa} = \frac{<\Delta\alpha^2>(t_2) - <\Delta\alpha^2>(t_1)}{2\Delta t}, \quad (5)$$

where $\Delta t = t_2 - t_1$. Similar to the argument in section 2 of Liu et al. [2010], one can show that $D_{pp}$ and $D_{ap}$ ($D_{pa}$) can as well be calculated from the linear temporal growth phases of $<\Delta p^2>$ and $<\Delta\alpha\Delta p>$, respectively.
The resonance condition for relativistic electron gyroresonant interactions with electromagnetic waves of frequency $\omega_r$ and wave number $k_\parallel$ is

$$\omega_r - k_\parallel v \cos \alpha = n\Omega_e/\gamma, \quad n = 0, \pm 1, \pm 2, \ldots$$  \tag{6}$$

At quasi-perpendicular propagation, fast magnetosonic waves have a very small $k_\parallel$. This makes cyclotron resonance ($n \neq 0$) occur only for electrons at very high energy, as discussed in Horne et al. [2007]. Consequently, only Landau ($n = 0$) resonance is generally relevant for electrons of 100 keV to several MeV. In the present study, electrons of 500 keV are chosen as an example. To have the electrons in Landau resonance with the strongest wave in the simulation ($\omega_r \approx \Omega_p, \quad k_\perp \lambda_i \approx 5 \quad \text{and} \quad k_\parallel \lambda_i \approx 0.3$, as shown in Figure 5 and Figure 6), equation (6) requires the initial pitch angle of the electrons to be about 75°.

We use this value as the initial pitch angle of the test electrons.

From top to bottom, the three panels of Figure 12 display the time evolutions of $<\Delta \alpha^2>$, $<\Delta \alpha \Delta p>/p$, and $<\Delta p^2>/p^2$ of the test electrons, respectively. Similar to the evolution of $<\Delta \alpha^2>$ in electron pitch-angle scattering by electromagnetic ion cyclotron waves [Liu et al., 2010], all three quantities in Figure 12 undergo an initial nonlinear temporal growth phase owing to some coherent factors in the scattering process. When the test particle computation time goes beyond this coherent phase, the three quantities increase linearly in time; later they gradually depart from linear temporal growth when the electrons have significantly diffused from their initial pitch angle and momentum.

Using equation (5), the linear temporal growth phase of $<\Delta \alpha^2>$ in the top panel of Figure 12 determines $D_{\alpha \alpha} = 1.6 \times 10^{-3}\Omega_p$. Similarly, $D_{\alpha p}/p = D_{p\alpha}/p = 4.3 \times 10^{-4}\Omega_p$ and $D_{pp}/p^2 = 1.2 \times 10^{-4}\Omega_p$ are calculated from the linear temporal growth phases of $<\Delta \alpha \Delta p>/p$, and $<\Delta p^2>/p^2$. For Landau resonance, quasi-linear theory predicts
that $D_{\alpha\alpha}/(D_{\alpha p}/p) = (D_{\alpha p}/p)/(D_{pp}/p^2) = -\sin \alpha/\cos \alpha$ [Lyons, 1974]. The diffusion coefficients derived from Figure 12 follow this relation nicely. In addition, quasi-linear theory estimates $D_{\alpha\alpha} \approx 2 \times 10^{-3}\Omega_p$ (Appendix), which is close to the one calculated from Figure 12. As in Horne et al. [2007], even though $D_{\alpha\alpha}$ is larger than $D_{pp}/p^2$, because the resonant electrons have $\alpha = 75^\circ$, which is far away from the loss cone, the net effect of these waves is to energize the electrons, rather than scatter them into the loss cone.

6. Summary and Discussion

The general properties of an ion Bernstein instability driven by a proton velocity distribution with positive slope in $f_p(v_\perp)$ are studied using linear kinetic dispersion theory and two-dimensional electromagnetic PIC simulations. A simple subtracted Maxwellian distribution is first used to construct the positive slope in $f_p(v_\perp)$ in the present study because our linear kinetic dispersion code is based on bi-Maxwellian velocity distributions. The results of a simulation using such an initial proton distribution agree well with the linear kinetic analysis. The distribution in the simulation is further generalized to contain a proton shell (at twice the Alfvén velocity) with a finite thermal spread and a relatively cold ion background (90%). The simulation results show that the presence of the cold background protons and the increase of the shell velocity shift the excited waves close to the cold plasma dispersion relation for magnetosonic waves ($\omega_r = k v_A$). This trend is consistent with the simple theoretical model in Perraut et al. [1982].

The present results also demonstrate that the ion Bernstein instability grows at propagation angles nearly perpendicular to $B_0$, saturates at a very low level, and yields spectral peaks at frequencies close to the first few harmonics of the proton cyclotron frequency. These general features resemble the observed fast magnetosonic waves in different regions.
of the magnetosphere. The simulation using the subtracted Maxwellian distribution represents a region when the presence of the relatively cold background ions is not significant and the shell (ring) velocity is relatively small. The excited waves are essentially the ion Bernstein waves studied in Denton et al. [2010] and Gary et al. [2010] and have been observed in the plasma sheet boundary layer [Engebretson et al., 2010]. This case may also apply to the nightside of the inner magnetosphere in the injection region as discussed in Perraut et al. [1982]. On the other hand, the simulation using the generalized proton distribution represents a case when the presence of the background ions is significant and the shell (ring) velocity is large. The excited waves approximately follow the cold plasma dispersion relation for magnetosonic waves. This case is more typical to the inner magnetosphere, especially inside the plasmasphere.

Limited by the computational resources available, a reduced proton-to-electron mass ratio and a relatively small $\omega_p/\Omega_p$ are used in the present simulations. As discussed in section 2, choosing such reduced parameters slightly affects the properties of the ion Bernstein instability, but does not change the essential physics. However, the reduced parameters lower the lower hybrid frequency to about $8\Omega_p$. This limits the excited waves to the first few proton cyclotron harmonics, while some observations [Boardsen et al., 1992] and linear theories [Gul’elmi et al., 1975; Horne et al., 2000] show spectra which peak at higher harmonics of the proton cyclotron frequency. Our current linear kinetic dispersion code is based on bi-Maxwellian velocity distributions and only applies to the subtracted Maxwellian distribution case. Since $n_2/n_1 < (T_2/T_1)^{3/2}$ is required in equation (1) to avoid negative values of $f_p(v)$, only moderately positive slopes in $f_p(v_\perp)$ can be used and the shell velocity cannot be easily adjusted without affecting the thermal spread of
the shell. Linear kinetic dispersion analysis for the generalized proton distribution should be carried out so the effect of the shell proton density, the shell velocity, the thermal spread of the shell, the temperature of the background ions, and the temperature of the electrons on the instability can be comprehensively investigated. Such an analysis could be used to demonstrate how the instability changes form being “ion Bernstein”-like (in the sense of Denton et al. [2010] and Gary et al. [2010]) to more “magnetosonic”-like (in the usual sense) as the parameters of the ion distribution are varied.

Finally, a test particle computation using the simulated electromagnetic fluctuations suggests that this growing mode may play an important role in the acceleration of radiation-belt electrons. The enhanced electromagnetic waves pitch-angle scatter and also accelerate the relativistic electrons. The calculated diffusion coefficients from the test particle computation show good agreement with quasi-linear theory.

Appendix A: Quasi-linear Diffusion Coefficients

Equation (5) of Lyons [1974] gives the non-relativistic pitch-angle diffusion coefficient in quasi-linear theory,

$$D_{\alpha\alpha}^n = \sum_{n=-\infty}^{\infty} k_{\perp} dk_{\perp} D_{\alpha\alpha}^{nk\perp},$$

(A1)

where

$$D_{\alpha\alpha}^{nk\perp} = \lim_{V \to \infty} \frac{\pi q^2}{(2\pi)^2 V m^2} \left( \frac{-\sin^2 \alpha + n\Omega/\omega_k}{\cos \alpha} \right)^2 \left| \theta_{nk} \right|^2 \left| \theta_{nk} \right|_{k_{\parallel}=k_{\parallel,\text{res}}},$$

(A2)

$$\theta_{nk} = \frac{E_{k,R} J_{n+1} + E_{k,L} J_{n-1}}{\sqrt{2} \frac{v_{\parallel}}{v_{\perp}} E_{k,||} J_n},$$

(A3)

$$E_{k,R} = (E_{k,x} - iE_{k,y})/\sqrt{2}, \quad E_{k,L} = (E_{k,x} + iE_{k,y})/\sqrt{2} \quad (\text{the background magnetic field is in the z direction in Lyons [1974]}),$$

the argument of the Bessel functions is \(k_{\perp}v_{\perp}/\Omega, V\) is
The plasma volume, $\omega_k$ is the wave frequency as a function of the wave vector $k$, $q$ is the particle charge of a plasma species, $m$ is its rest mass, and $\Omega$ is its cyclotron frequency.

The dimensions of the diffusion coefficients in Lyons [1974] are different with the ones in equation (4), so a superscript * has been used in equation (A1) to distinguish the difference, $D_{\alpha\alpha} = D^*_{\alpha\alpha}/p^2$ [Summers, 2005]. Lyons [1974] also stated that equations (A1) to (A3) can be generalized to include relativistic effects if $\Omega$ is replaced by $\Omega/\gamma$, and $D_{nk\perp}$ is multiplied by $m^2$. After taking all of these into consideration, the general expression of the relativistic version of $D_{\alpha\alpha}$ is,

$$D_{\alpha\alpha} = \frac{\pi q^2}{p^2} \sum_{n=-\infty}^{\infty} \lim_{V \to \infty} \int \frac{d^3k}{(2\pi)^3V} \left( \frac{-\sin^2 \alpha + n\Omega/\gamma \omega_k}{\cos \alpha} \right)^2 \delta(k||v|| + n\Omega/\gamma - \omega_k)|\theta_{nk}|^2,$$

(A4)

with the argument of the Bessel functions in $\theta_{nk}$ being $\gamma k\perp v\perp/\Omega$.

For field-aligned transverse plasma waves, $k\perp = 0$ and $E|| = 0$. Using the property that all Bessel functions with zero argument vanish except $J_0(0) = 1$, we write Equation (A4) as

$$D_{\alpha\alpha} = \frac{\pi c^2 \Omega^2}{2\gamma^2 v^2 W_0} \int_{-\infty}^{\infty} dk|| \left[ \left( \frac{-\sin^2 \alpha - \Omega/\gamma \omega_k}{\cos \alpha} \right)^2 \delta(k||v|| - \Omega/\gamma - \omega_k)W_{E_R}(k||) \right.$$

$$\left. + \left( \frac{-\sin^2 \alpha + \Omega/\gamma \omega_k}{\cos \alpha} \right)^2 \delta(k||v|| + \Omega/\gamma - \omega_k)W_{E_L}(k||) \right],$$

(A5)

where $W_0 = B_0^2/2\mu_0$ is the energy density of the background magnetic field, $W_{E_R}(k||)$ and $W_{E_L}(k||)$ are the wave energy spectral densities of $E_R$ and $E_L$, respectively. Here we have also used

$$\epsilon_0 \lim_{V \to \infty} \int \frac{d^3k}{(2\pi)^3V}|E_k|^2 = \int_{-\infty}^{\infty} dk|| W_E(k||).$$

(A6)

Using the relation that $W_E(k||) = (\omega/k||c)^2 W_B(k||)$, one can easily obtain the expression for $D_{\alpha\alpha}$ in Summers [2005] (equations (17) and (27)). Albert [2007] noticed that equation...
(1) in Summers [2005] has an extra factor of 2, which is not apparent in earlier work of quasi-linear theory, e.g., equation (1) of Lyons [1974]. However, \( E_{k,R} = E_{k,x} - iE_{k,y} \) and \( E_{k,L} = E_{k,x} + iE_{k,y} \) in Summers [2005], which are different with the definitions in Lyons [1974]. Consequently, there is a factor of 2 missing in equation (11) of Summers [2005] which relates the integral in equation (A4) to the wave energy special density. The omitting of 2 in equation (11) of Summers [2005] cancels the extra factor of 2 in equation (1) and makes the final diffusion coefficient expressions exact (equations (17) to (19)).

As discussed in Horne et al. [2007], only Landau \((n = 0)\) resonance is generally relevant for electrons scattering by quasi-perpendicular propagating fast magnetosonic waves. So

\[
\theta_{0k} = \frac{E_{k,R}J_1 + E_{k,L}J_{-1}}{\sqrt{2}} + \frac{\|v\|}{v_{\perp}} E_{k,\|}J_0
\]

\[
= -iE_{k,y}J_1 + \frac{\|v\|}{v_{\perp}} E_{k,\|}J_0,
\]

(A7)

where \( J_1 = -J_{-1} \) has been used.

For the spectral peak at \( k_{\perp} \lambda_i \approx 5 \) and \( k_{\|} \lambda_i \approx 0.3 \) in Figure 5, the argument of the Bessel functions in \( \theta_{nk} \) is \( \gamma k_{\perp} v_{\perp}/\Omega = 0.07 \) for electrons of 500 keV and \( \alpha = 75^\circ \). So \( J_1 \ll J_0 \approx 1 \).

The PIC simulation domain in the present study is two-dimensional and the background magnetic field is in the \( y \) direction, so \( E_{k,\|} \) and \( E_{k,y} \) in equation (A7) correspond to \( E_y \) and \( -E_z \) in the simulation, respectively. Figure 4 then shows that \( E_{k,\|} \) is only slightly less than \( E_{k,y} \). Consequently, \( \theta_{0k} \approx 0.3E_{k,\|} \), and

\[
D_{\alpha\alpha} = \frac{\pi q^2}{p^2} \lim_{V \to \infty} \int \frac{d^3k}{(2\pi)^3V} \left( \frac{\sin^2 \alpha}{\cos \alpha} \right)^2 \delta(k_{\|}v_{\|} - \omega_k)|0.3E_{k,\|}|^2
\]

\[
= 2 \times 0.09 \pi q^2 \left( \frac{\sin^2 \alpha}{\cos \alpha} \right)^2 \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_{\|} \delta(k_{\|}v_{\|} - \omega_k)W_{E_{\|}}(k_x, k_{\|})
\]

\[
= \frac{0.09 \pi c^2 \Omega^2}{\gamma^2 v^2 W_0} \left( \frac{\sin^2 \alpha}{\cos \alpha} \right)^2 \sum_{j} \int_{-\infty}^{\infty} dk_x \left| \frac{W_{E_{\|}}(k_x, k_{\|})}{v_{\|} - \partial \omega_k / \partial k_{\|}} \right|_{k_{\|} = k_{\|,res}}
\]

(A8)
where the sum is performed over all roots \( (k_{\parallel, \text{res}}) \) of the resonance condition \( (k_{\parallel}v_{\parallel} - \omega_k = 0) \), \( W_{E_{\parallel}}(k_{x}, k_{\parallel}) \) is the wave energy spectral density of \( E_{\parallel} \) from the two-dimensional PIC simulation and

\[
\frac{\epsilon_0}{2} \lim_{V \to \infty} \int \frac{d^3k}{(2\pi)^3} |E_{k_{\parallel}}|^2 = \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_{\parallel} W_{E_{\parallel}}(k_{x}, k_{\parallel}).
\]

As shown in Figure 5, the spectral peak is relatively narrow in \( k_x \). We may further approximate equation (A8) to,

\[
D_{\alpha\alpha} = \frac{0.09 \pi c^2 \Omega_p^2}{\gamma^2 v_A^2 W_0} \left( \frac{\sin^2 \alpha}{\cos \alpha} \right)^2 \frac{\Delta k_x W_{E_{\parallel}}(k_{x}, k_{\parallel})}{|v_{\parallel} - \partial \omega_k / \partial k_{\parallel}|} \bigg|_{k_{\parallel} = k_{\parallel, \text{res}}}. \tag{A10}
\]

With \( \Delta k_x \lambda_i \approx 0.5, W_{E_{\parallel}}(k_{x}, k_{\parallel}) \approx 1 \times 10^{-9} \) \( (W_0 = 1, E \) has been normalized to \( cB_0 \) and \( k \) is normalized to \( \lambda_i \) \) from the simulation and \( \partial \omega_k / \partial k_{\parallel} \approx 2v_A \) from the linear kinetic analysis, equation (A10) gives \( D_{\alpha\alpha} \approx 2 \times 10^{-3} \Omega_p \), which is close to the one derived from the test particle computation in section 5.
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Figure 1. The proton velocity distributions in the $v_{\|}$-$v_{\perp}$ coordinates ($f_p(v_{\perp}, v_{\|})$). (a) The proton velocity distribution given by equation (1), which is used in the linear kinetic dispersion analysis of section 2 and as an initial condition in simulation Case I of section 3. (b) The proton velocity distribution at $t\Omega_p = 160$ from simulation Case I of section 3. (c) The difference between (a) and (b). It highlights the change of the proton distribution from $t\Omega_p = 0$ to $t\Omega_p = 160$ in simulation Case I. The two dashed lines represent the diffusion surfaces for protons of $v_{\|} = 0$ and $v_{\perp}/v_A = 0.8$ interacting with the strongest waves in the simulation as described in section 3.
Figure 2. The proton velocity distributions. The solid line represents the subtracted Maxwellian proton velocity distribution given by equation (1), which is used in the linear kinetic dispersion analysis of section 2 and as an initial condition in simulation Case I of section 3. The dashed line stands for the closest equilibrium distribution corresponding to the solid line as defined in the text. The dash-dotted line displays $f_p(v_\perp)$ for protons of $|v_\parallel|/v_A \leq 0.01$ at $t\Omega_p = 160$ from simulation Case I of section 3. The three lines overlay on each other after $v/v_A \approx 1$. 
Figure 3. Linear dispersion theory results: Growth rates as a function of $k\lambda_i$ and propagation angle $\theta$ (with regard to $B_0$) for waves near the first (left panel) and the second (right panel) proton cyclotron harmonics. The asterisk in each panel represents the location of the local maximum growth rate. The solid black contour line in each panel represents the contour of $\gamma/\Omega_p = 0.03$. Note that the minimum value of the color scale corresponds to $\gamma/\Omega_p = -0.05$ so larger damping rates saturate in the plot.
Figure 4. Simulation Case I: The time evolution of the energies in different electric and magnetic field components. The panels from top to bottom are for $E_x$, $E_y$, $E_z$, $B_x$, $B_y$, and $B_z$, respectively.
Figure 5. Simulation Case I: The $E_x$ fluctuations at $t\Omega_p = 120$. Top panel: The contour plot of $E_x/cB_0$. Bottom panel: The spatial power spectrum of $E_x/cB_0$. The two solid black contour lines in the bottom panel are the same ones in Figure 3 but are now plotted in the $k_\perp \lambda_i$-$k_\parallel \lambda_i$ coordinates. They represent the contours of $\gamma/\Omega_p = 0.03$ given by linear kinetic dispersion theory for waves near the first two proton cyclotron harmonics. The lower left contour is for the first harmonic while the upper right contour is for the second harmonic.

Figure 6. Simulation Case I: The temporal spectrum of $E_x$ at $x = 4.8\lambda_i$ and $y = 32\lambda_i$ from $t\Omega_p = 80$ to $t\Omega_p = 160$. 
Figure 7. The proton velocity distributions in simulation Case II. The solid line represents the initial distribution given by equation (3) with \( n_s/n_0 = 0.1, v_{sth}/v_A = 0.45, v_s/v_A = 2.0, n_b/n_0 = 0.9 \) and \( v_{bth}/v_A = 0.045 \). The dash-dotted line displays \( f_p(v_\perp) \) for protons of \( |v_\parallel|/v_A \leq 0.02 \) at \( t\Omega_p = 100 \) from the simulation.
Figure 8. The proton velocity distributions in the $v_\parallel$-$v_\perp$ coordinates ($f_p(v_\perp,v_\parallel)$) in simulation Case II. (a) The initial proton velocity distribution given by equation (3) with $n_s/n_0 = 0.1$, $v_{sth}/v_A = 0.45$, $v_s/v_A = 2.0$, $n_b/n_0 = 0.9$ and $v_{bth}/v_A = 0.045$. (b) The proton velocity distribution at $t\Omega_p = 100$ from the simulation. (c) The change of the shell proton distribution from $t\Omega_p = 0$ to $t\Omega_p = 100$ in the simulation. The two dashed lines represent the diffusion surfaces for protons of $v_\parallel = 0$ and $v_\perp/v_A = 2$ interacting with the strongest waves in the simulation as described in the text. Note the color scales in panels (a) and (b) display $f_p(v_\perp,v_\parallel)$ in logarithmic scale while the color scale in panel (c) is linear.
Figure 9. Simulation Case II: The time evolution of the energies in different electric and magnetic field components. The panels from top to bottom are for $E_x$, $E_y$, $E_z$, $B_x$, $B_y$, and $B_z$, respectively.
Figure 10. Simulation Case II: The $E_x$ fluctuations at $t\Omega_p = 70$. Top panel: The contour plot of $E_x/cB_0$. Bottom panel: The spatial power spectrum of $E_x/cB_0$.

Figure 11. Simulation Case II: The temporal spectrum of $E_x/cB_0$ at $x = 6.4\lambda_i$ and $y = 192\lambda_i$ from $t\Omega_p = 0$ to $t\Omega_p = 100$. 
Figure 12. The time evolutions of $\langle \Delta \alpha^2 \rangle$ (top), $\langle \Delta \alpha \Delta p \rangle / p$ (middle), and $\langle \Delta p^2 \rangle / p^2$ (bottom) of the test electrons of 500 keV and $\alpha = 75^\circ$ in the test particle computation.