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Abstract  

The feed-forward loop (FFL), a network motif in genetic regulatory networks, involves 

two transcription factors (TFs): one regulates the expression of the second, and both TFs 

regulate the expression of an effector gene. Analysis of FFL design principles has been 

initiated, but the functional significance of the FFL is still unclear.  In theoretical studies 

so far, the TFs are assumed to interact with different signals, which is common.  

However, we have found examples of FFLs in Escherichia coli in which both TFs 

interact with the same signal.  These examples belong to the type 2 incoherent class of 

FFLs, in which each TF acts exclusively as a repressor of transcription. Here, we 

analyze mathematical models of this class of circuits, examining a comprehensive array 

of subclasses that differ in the way a signal modulates the activities of the TFs.  

Through parameter variation, we statistically characterize how I/O behavior and 

temporal responsiveness are predicted to depend on the wiring of signal interactions in a 

circuit.  We find that circuits can exhibit any of 13 qualitatively distinct steady-state 

input/output (I/O) patterns, including inducible and repressible patterns.  Some 

subclasses exhibit as many as six patterns. Transient pulses are also possible, and the 

response of a circuit to a signal may be either faster or slower than that of a gene circuit 

in which there is only one TF. Our results provide a catalog of functions for a class of 

FFL circuits, whose subclasses have different breadths of possible behaviors and 

different typical behaviors. 
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Introduction  

A genetic regulatory circuit, or gene circuit, is comprised of the genes and gene 

products involved in the cellular response to a signal, which is often a metabolite. 

Theoretical studies have provided insight into some of the ecological factors and 

performance criteria that might be important for understanding the evolution of gene 

circuits through natural selection, or for engineering gene circuits in the interest of 

practical applications. In particular, the design principles of inducible and repressible 

elementary gene circuits in bacteria, which involve just one transcription factor (TF), 

have been studied extensively.1-3 

Although elementary gene circuits are important, other, more complicated, types 

of circuits are also found in genetic regulatory networks, and we know little about the 

design principles of these circuits. Alon and co-workers found that there are several 

types of circuits, involving more than one TF, that are more common in the genetic 

regulatory network of Escherichia coli4 than might be expected. These circuits are 

distinguished by network motifs, which are recurring patterns of protein-DNA 

interactions (or rather TF activities at promoters of genes) involved in regulating gene 

expression. The motifs are presumed to have evolved for functional reasons, and it has 

been speculated that they might represent basic units of regulatory control, with defined 

information-processing roles.4,5  One of the more prevalent motifs is the feed-forward 

loop (FFL), which involves two TFs.   

Interestingly, among gene circuits that share the FFL motif, there is still diversity 

in design.  For example, TFs may act with either an activator or repressor mode of 

control in FFL gene circuits.  In recent work,5 the functions of several types of FFLs 

were delimited theoretically, but at present, much remains to be known about the design 

principles of FFL gene circuits. For example, how do interactions between signals and 
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TFs affect the functions of FFL gene circuits? Here, our goal is to better understand how 

the features of a FFL gene circuit constrain its function and affect its performance, 

particularly temporal responsiveness to an environmental signal. 

In the FFL gene circuit, two TFs (X and Y) regulate the expression of an effector 

gene product (Z), such as an enzyme, and one of the two TFs (X) also regulates the 

expression of the other TF (Y).  Eight classes of FFLs have been defined by Mangan & 

Alon5 based on the possible influences of TFs at the promoters of genes y and z, 

encoding proteins Y and Z.  The classification scheme is based on considering a TF to 

have the ability to act as either a repressor or activator of transcription at the promoter 

of each of the genes under its control.  Because of the two possible modes of TF activity 

(repressor or activator), the two activities of X at y and z, and the activity of Y at z, there 

are 23=8 classes.  These classes of FFLs have been called type 1-4 coherent FFLs and 

type 1-4 incoherent FFLs.  For reasons explained shortly, we will focus on circuits of 

the type 2 incoherent FFL class, in which only the repressor mode of control is used by 

the two TFs. 

In the theoretical study of Mangan & Alon,5 mathematical models for the eight 

classes of FFL circuits were analyzed.  For each class, the qualitative steady-state 

input/output (I/O) behavior was studied and characterized.  The inputs considered were 

step increases and decreases in the level of a signal SX in the presence of either a high or 

low fixed level of a signal SY. The signal SX interacts with X, influencing the activities 

of X at y and z, and the signal SY interacts with Y, influencing the activity of Y at z.  

The output considered was the level of effector protein Z.  Temporal responsiveness to a 

signal was also evaluated by comparing a circuit of each class with a reduced form of 

the circuit in which Y is absent.  The results of this study provide design principles that 

perhaps can be used to guide the construction of synthetic gene circuits.  For example, 

the coherent FFLs were predicted to function as sign-sensitive delays (or persistence 
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detectors): these circuits have a delayed response to a step change in the concentration 

of SX in one direction (e.g., an increase) but not in the opposite direction (a decrease).  

The incoherent FFLs, including the type 2 incoherent FFLs that we analyze below, were 

predicted to function as sign-sensitive accelerators. 

The mathematical models of FFLs analyzed so far have encompassed all possible 

modes of control of X and Y at y and z.  However, not all possible effects of the signals 

SX and SY on these activities have been considered.  A signal that interacts with a TF 

can negatively or positively modulate the activity of the TF.  The signal may act as an 

inducer of gene expression by blocking repression or enabling activation.  Conversely, 

the signal may act as a co-repressor of gene expression by enabling repression or by 

blocking activation.  In addition, the possibility of a single signal that affects the 

activities of both X and Y has not yet been considered, which is significant because we 

have found examples of FFLs in E. coli that involve this type of signaling. 

Alon and co-workers compiled a list of 42 FFLs in E. coli.4  They did not document the 

effects of signals on TFs, but in many of the FFLs, the TFs clearly recognize different 

signals, as in the mathematical models considered by Mangan & Alon.5  An example is 

the type 1 coherent FFL circuit in which the TFs CRP and AraC activate expression of 

the araBAD operon; as is well known, CRP and AraC interact with different 

metabolites, cyclic adenosine monophosphate (cAMP) and arabinose, respectively.6,7  

To better determine how signals influence the TFs in FFLs, we surveyed information 

available about TF-signal interactions in E. coli, a large amount of which has been 

cataloged in electronic databases: RegulonDB,8 EcoCyc,9 and EcoTFs.3   We were able 

to identify known or putative signals (or factors that influence activity) for most of the 

TFs in the 42 FFLs (http://EcoTFs.lanl.gov/FFLs.html): in all cases for which a signal is 

known for each of the TFs in a FFL, there are two signals, one for each TF. 
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In the course of our survey of TF-signal interactions, however, we identified new FFLs 

in which the TFs interact not with different signals but with the same signal. We found 

two pairs of TFs that recognize a common signal and comprise a FFL circuit: GalR 

(=X) and GalS (=Y), which both recognize the inducer galactose and both repress 

expression of galETKM (=z);10 and ExuR (=X) and UxuR (=Y), which both recognize 

the inducer fructuronate and both repress expression of uxuAB (=z).11-13  Consistent with 

the FFL motif, GalR regulates expression of galS,14 and ExuR regulates expression of 

uxuR.15  In both of these cases, regulation is exerted through the repressor mode of 

control.  Thus, these newly identified FFLs (galR-galS-galETKM and exuR-uxuR-

uxuAB) belong to the type 2 incoherent FFL class, for which no members had 

previously been identified.  We also found another member of this class: gntRKU-

idnDOTR-gntKU.16-19  In this case, as is typical of FFLs, GntR is regulated by 

gluconate,20 whereas IdnR (also called GntH) is regulated by a different signal, idonate 

and/or 5-ketogluconate.21,22  However, because gluconate and 5-ketogluconate can be 

interconverted through the enzymatic activity of the idnO gene product,21 the different 

signals affecting GntR and IdnR may well be correlated, which is a possibility for a 

number of other FFLs (see http://EcoTFs.lanl.gov/FFLs.html).   

Because of the above findings, we were motivated to perform a systematic investigation 

of signal interactions in type 2 incoherent FFL circuits. Here, we present a study in 

which we analyze mathematical models of this class of circuits which encompass all 

combinations of enabling and blocking effects of a signal (Fig. 1). 

Model  

The models of type 2 incoherent FFLs that we analyze here are illustrated in Fig. 1. Let 

X and Y be the levels of TFs X and Y, Z be the level of an effector protein Z, and S be 

the level of a signal S. As in previous work,5 we assume that X is unaffected by S or Y, 



M.E. Wall, M.J. Dunlop, & W.S. Hlavacek. 11-Apr-05. LA-UR-04-4387. Page 7 

 

and we treat S as an independent variable. The latter assumption is equivalent to 

considering the response of a gene circuit to a gratuitous inducer, such as the response 

of the lac circuit in E. coli to isopropyl-β-D-thiogalactopyranoside (IPTG). The models 

assume that protein concentrations are homogeneous, stochastic effects are negligible, 

and the effect of a signal is “all-or-none,” determined by comparison to a threshold, as 

described below. We also neglect TF autoregulation, as in previous work.5 The general 

model for a type 2 incoherent FFL that we consider in our analysis is  
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where Kij and nij are positive real-valued constants, sij is a function that has a value of 0 

or 1, and uj is either X (j=X) or Y (j=Y). The Hill constant Kij gives the value of uj at 

which hr
ij = ½; it can be related to the affinity of TF j for the DNA binding sites from 

which it regulates transcription of the gene encoding protein i. The Hill number nij 

determines the sensitivity of hr
ij to changes in uj; it can be related to the cooperativity of 

TF j binding to DNA (e.g., nij = 2 if TF j binds DNA as a dimer). The signal interactions 

of the FFL determine the function sij, which describes in detail how S modulates the 

regulation of expression of protein i by TF j. The value of sij is taken to be either 0 or 1 
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based on comparison of S and a constant Tj, which we interpret as a threshold value of S 

related to the affinity of S for TF j. Above Tj, S affects regulation of i by j; below this 

threshold, the signal has no effect. The functional form of sij depends on the mode of the 

signal interaction: if binding of signal enables regulation, then sij(S) = θ(S − Tj), where θ 

is the unit step function (θ(v) = 1, v ≥ 0; θ(v) = 0, v < 0); if binding of signal blocks 

regulation, then sij(S) = θ(Tj − S). If regulation of i by j does not depend on signal then 

sij = 1 regardless of the value of S.  

The main difference between Eq. 1 and the model considered by Mangan & Alon5 

is the introduction of the functions sYX(S), sZX(S), and sZY(S). These functions involve 

two thresholds, TX and TY. We will consider different relative values for these 

thresholds: TX > TY, and TX < TY. We are motivated to consider cases where TX ≠ TY, in 

part because of the example of the galR-galS-galETKM circuit,10 in which regulation by 

GalS is affected by lower concentrations of the inducer, galactose, than is regulation by 

GalR.23 These thresholds define three qualitative levels of signal: low [S < min(TX,TY)], 

intermediate [min(TX,TY) < S < max(TX,TY)], and high [S > max(TX,TY)].  We will only 

consider circuits with TX ≠ TY; the response of a circuit to a change from a low to high 

level of signal (and vice versa) is the same as that of a circuit with TX = TY that is 

otherwise the same. We will also consider all possible combinations of modes of signal 

interactions. Each combination defines a subclass of type 2 incoherent FFL circuits. We 

use a three-symbol code to refer to each subclass: the first symbol indicates whether 

signal enables (+), blocks (−) or has no influence (0) on regulation of Z by X. The 

second symbol indicates the mode of the signal in regulation of Y by X, and the third 

regulation of Z by Y. Thus, the triplet (+,−,0) should be understood to refer to a type of 

circuit in which the signal S enables repression of Z by X, blocks repression of Y by X, 

and has no influence on repression of Z by X. 
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Results  

In the following sections, we analyze the various subclasses of type 2 incoherent FFL 

gene circuits and characterize their functions. Because its function has been the subject 

of a previous theoretical study,5 we begin by analyzing the type-(+,+,0) circuit, 

characterizing its steady-state behavior and dynamic response to signal. We then 

characterize the behaviors of each subclass of circuits. 

Analysis of the (+,+,0) subclass 

 

For this subclass, signal activates the X→Z and X→Y regulatory interactions, and does 

not influence the Y→Z regulatory interaction (Fig. 1(e)). Mangan & Alon5 concluded 

that the type-(+,+,0) circuit should have a repressible steady-state behavior, a 

derepression rise time faster than that of an equivalent circuit without the X→Y 

regulatory interaction, and a repression decay time equivalent to that of the alternative 

circuit without Y. 

We examined the response of type-(+,+,0) circuits to a signal for a wide range of 

parameter combinations (Methods). Representative time courses are illustrated in Fig. 2. 

The steady-state behavior depends on parameter choice: the majority of the circuits 

(50%) exhibit an unresponsive behavior (Table 1). Of the rest, most are repressible 

(37%), but a significant minority (13%) are inducible. We compared the temporal 

responsiveness of the repressible type-(+,+,0) circuit to that of the circuit without the 

X→Y regulatory interaction, which is equivalent to an elementary circuit with just one 

TF  (Table 2). As measured by the rise time tr, derepression of the type-(+,+,0) circuit 

was either faster than or similar to that of the elementary circuit. However, we found 

that systems with a short rise time may exhibit significant overshoot, and have a larger 

settling time ts. Comparing ts instead of tr, the results are not clear-cut. For KZY ≥ 1, ts of 
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the type-(+,+,0) circuit is mostly either similar or smaller; for KZY < 1, however, the 

fraction of type-(+,+,0) circuits with a significantly larger value of ts (42%) is much 

greater than that with a significantly smaller value of ts (12%). We conclude, consistent 

with earlier results, that the derepression rise time for a type-(+,+,0) circuit is less than 

or equal to that for an equivalent elementary circuit, but significant overshoot is 

possible, which may be detrimental. 

Comparing repression decay times, some circuits have an accelerated decay time, 

as shown in Fig. 2, and all have a decay time that is at least as fast as that of a circuit 

without the X→Y regulatory interaction (Table 2). Considering repression settling 

times, some type-(+,+,0) circuits are accelerated at the expense of overshoot; however, 

most accelerated circuits exhibit a faster response without overshoot. We conclude that 

the type-(+,+,0) circuit can exhibit faster repression than the circuit without the X→Y 

regulatory interaction. This conclusion disagrees with an earlier study, in which the two 

circuits were only found to exhibit the same repression decay times.5 We found that 

repression decay times were similar for many, but not all, of the sampled parameter 

values. 

I/O behaviors of type 2 incoherent FFLs 

To better understand the relation between the structure and function of FFLs, we 

characterized the behaviors of subclasses of the type 2 incoherent FFL with all possible 

signal interactions. In each subclass, the signal may have one of three effects on each of 

three genetic regulatory interactions (+, −, or 0), leading to 27 different subclasses. 

Type-(0,0,0) circuits have a Null response, and the responses of type-(0,0,−) and type-

(0,0,+) circuits to signal are like those of elementary circuits; we do not analyze these 

subclasses here. Because of symmetry in the model, of the remaining 24 subclasses, 

only half need to be considered in detail — we focus on the 12 subclasses illustrated in 
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Fig. 1(a)-(d). For example, the response of the type-(−,−, 0) circuit (Fig. 1(a)) to 

increasing signal is the same as the response of the type-(+,+, 0) circuit (Fig. 1(e)) to 

decreasing signal. Cases in which TX < TY or TX > TY were treated separately. We 

subjected each circuit to the same input signal (Fig. 3, inset) and classified the steady-

state I/O behavior for 681,472 parameter combinations (Methods). The resulting 

behavior distributions are summarized in Table 1 and are discussed in the following 

sections, grouped according to the signs of the first two signal interactions: ([effect on 

X→Z], [effect on X→Y], [effect on Y→Z]). We use a wildcard “*” to indicate all 

possible effects of a signal on a genetic regulatory interaction. 

Type-(−,−,*) circuits. As a group, these three subclasses exhibit all 13 types of steady-

state I/O behaviors (Table 1). One example of this type of circuit in E. coli is the 

gntRKU-idnDOTR-gntKU system, in which repression of both idnDOTR and gntKU by 

GntR is blocked by gluconate.18,20 Gluconate does not affect IdnR repression of gntKU. 

Thus, we classify gntRKU-idnDOTR-gntKU as a type (−,−,0) circuit. Another example 

in E. coli is the exuR-uxuR-uxuAB system, in which repression of uxuAB by both ExuR 

and UxuR is blocked by fructuronate.11-13 We assume that fructuronate also blocks the 

weak ExuR-mediated repression of uxuR,15 although the effect of fructuronate has not 

been studied. Thus we classify exuR-uxuR-uxuAB as a type (−,−,−) circuit. Some 

temporal responses of this subclass are illustrated in Fig. 3. 80% of the type-(−,−,−) 

circuits are inducible; none are repressible (Table 1). 37% of the type-(−,−,0) circuits 

are inducible, but 13% are repressible. The type-(−,−,+) circuits are split evenly 

between inducible (33%) and repressible (33%) circuits. 

Type-(−,0,*) circuits. These circuits exhibit every I/O behavior except HML, and only 

rarely exhibit HLH (Table 1). The response of the type-(−,0,0) circuit to signal is 

equivalent to that of an elementary gene circuit, in which there is only X→Z regulation; 

the type-(−,0,+) and type-(−,0,−) circuits are equivalent to coincidence circuits, in 
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which there is no cascade. An example of this type of circuit in E. coli is the galR-galS-

galETKM system, in which repression of galETKM by both GalR and GalS is blocked 

by galactose, but in which galactose has no effect on GalR repression of galS.14 We 

classify galR-galS-galETKM as a type (−,0,−) circuit. Representative responses are 

illustrated in Fig. 4. 79% of type-(−,0,−) circuits are inducible, and 46% of type-(−,0,0) 

circuits are inducible; neither subclass exhibits a repressible behavior (Table 1). These 

results contrast with those for type-(−,0,+) circuits, of which 41% are inducible, and 

27% are repressible. 

Type-(−,+,*) circuits.  Like the type-(−,0,*) circuits, these circuits also exhibit every 

I/O behavior except HML, and only rarely exhibit HLH (Table 1). Overall, these 

circuits have behaviors that are very similar to those of the corresponding type-(−,0,*) 

circuits (Table 1). Representative responses are illustrated in Fig. 5. 

Type-(0,+,*) circuits. These circuits exhibit only the Null, HLH, HHL, HLL, HLM, 

LLH, LHH, and LMH behaviors (Table 1). The response of this type of circuit to signal 

is equivalent to that of a two-step cascade, in which there is no feed-forward genetic 

regulatory interaction. Representative responses are illustrated in Fig. 6.  39% of type-

(0,+,−) circuits are inducible, and 16% of type-(0,+,0) circuits are inducible; neither 

subclass exhibits a repressible behavior (Table 1). 33% of type-(0,+,+) circuits are 

repressible, and none are inducible. In contrast to prior assumptions about two-step 

cascades,5 type-(0,+,+) circuits are capable of generating pulses (Fig. 7). 

Clustering of type 2 incoherent FFL behaviors. A total of 10,080 time courses in 

response to a two-level signal input were clustered into 15 groups (Methods), 12 of 

which had 10 or more time courses. These 12 clusters show inducible and repressible 

I/O behaviors, with examples of overshoot and pulses (Fig. 8). Given the earlier finding 

that increases in gene expression are accelerated for the type 2 incoherent FFL,5 we 
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were surprised to find a cluster that appeared to have a delayed induction without a 

delayed de-induction (see cluster (D) in Fig. 8). Because this cluster is primarily 

associated with the type-(−,+,0) circuits (Supplemental Table S1), we analyzed the 

temporal responsiveness of this subclass in the same manner as for the type-(+,+,0) 

circuits. This analysis confirmed the initial observation: induction rise times and settling 

times of the (−,+,0) subclass were either the same as or slower than those for equivalent 

circuits without the X→Y regulatory interaction, and de-induction decay times were the 

same as or slower than those for equivalent circuits  (Supplemental Table S2). 

A total of 20,160 time courses in response to a three-level signal input were 

automatically clustered into 30 groups (Methods), 20 of which  had 10 or more time 

courses. These 20 clusters exhibit all of the steady-state I/O behaviors except LHL and 

HLH (Fig. 9). The distributions of time courses among the 20 clusters are shown in 

Supplemental Table S3. Similar to the results found for a two-level input signal, type-

(−,+,0) circuits can also have a delayed induction in response to the three-level input 

signal (see cluster (I) in Fig. 9, and Supplemental Table S3, TX > TY). 

Robustness of type 2 incoherent FFL behaviors 

To quantify the robustness of the behaviors of different subclasses of the type 2 

incoherent FFL, the Shannon entropies of the steady-state I/O behavior distributions 

were calculated (Methods). Results are summarized in the last column of Table 1. The 

lower the number, the more predictable is the behavior type for a subclass assuming the 

parameter-sampling statistics of this study, and the more robust is the qualitative 

behavior of the subclass to parameter changes. The most robust subclass is (0,+,0), with 

an entropy of 0.62. The least robust subclass is (−,−,+), with an entropy of 2.56 for 

cases where TX < TY, and 2.31 for cases where TX > TY. Results for the clustered time 

courses are similar: the Pearson correlation between the entropies of the steady-state 
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behaviors (Table 1) and the entropies of the three-level clustered time courses 

(Supplemental Table S3) is 0.76 for TX < TY, and 0.67 for TX > TY, which indicates that 

both classification schemes yield similar categorizations. 

Discussion  

Our results provide a catalog of the repertoire of functional capabilities of a 

simple type of gene circuit. These results may be useful for the construction of synthetic 

gene circuits with desired steady-state I/O behavior and dynamic properties. More 

importantly, we have shown how diversity in signal interactions expands the range of 

possible behaviors. Clearly, a documentation of TF-signal interactions is just as critical 

to understanding a genetic regulatory network as TF-DNA interactions. 

An examination of the type 2 incoherent FFL reveals a more complex picture of 

function than was found in an earlier mathematical modeling study of FFLs.5 Instead of 

being purely repressible, type-(+,+,0) circuits may be either inducible or repressible, 

depending on parameter values. Instead of only exhibiting an accelerated increase in 

expression of Z, different subclasses of type 2 incoherent FFL circuits may exhibit 

many different behaviors, including a delayed increase in expression of Z. Because of 

the effect of signal interactions on FFL behavior, knowledge of TF activities at the 

promoters of genes is insufficient to characterize the functions of FFL gene circuits.  

In the absence of specific model parameters, some subclasses of circuits examined 

have a function that is more predictable than other types. For example, subclasses in 

which signal inhibits regulation of Z by Y may be inducible but not repressible. 

Similarly, most subclasses in which signal does not influence regulation of Z by Y — 

all but type-(−,−,0) circuits, which may be inducible or repressible — are non-

repressible. Subclasses in which signal enables regulation of Z by Y tend to have less 
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predictable functions: type-(−,−,+) circuits were equally likely to be inducible or 

repressible, and all others except the type-(0,+,+) circuits were found to have a majority 

of inducible systems, but a significant number of repressible systems. Type-(0,+,+) 

circuits are predictably repressible. Thus, the qualitative steady-state I/O behavior of the 

type 2 incoherent FFL circuit is robust to parameter changes when signal either blocks 

or does not influence regulation of Z by Y, but is sensitive to parameter changes when 

signal enables regulation of Z by Y. 

The temporal responsiveness of FFL circuits with faster rise times has been 

described as accelerated,5 but we found that such circuits can exhibit significant 

overshoot for a wide range of parameters, leading to a longer settling time. Comparisons 

of the temporal responsiveness thus depend on whether one is considering the rise time 

or settling time: systems with accelerated rise times may have longer settling times than 

equivalent reference systems, depending on the degree of overshoot in the response. 

Because de-induction may exhibit undershoot (Fig. 2), similar arguments hold for 

interpretation of accelerated decay times. 

In a large number of subclasses that represent half a comprehensive set of possible 

signal interactions for the type 2 incoherent FFL, most of the subclasses were found to 

exhibit induction upon a change from low to high signal levels. For the other half of the 

set, in which all signal effects are inverted, most of the subclasses exhibit repression by 

signal. Again, because of symmetry, among all subclasses considered in our analysis, 

half of them are inducible, and half of them are repressible. 

Allowing for a different affinity of signal for X and Y enables steady-state I/O 

behaviors with intermediate responses to signal. Depending upon the signal interactions 

and the relative affinities, the intermediate response to signal may change. Circuits in 
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which signal does not influence regulation of Z by Y do not exhibit an intermediate 

response to signal, because signal does not affect Y. 

Although the galR-galS-galETKM circuit has a type 2 incoherent FFL pattern of 

TF-DNA interactions, the interactions with galactose are those of the (–,0,–) subclass, 

and the response to galactose is that of a coincidence circuit and not a FFL. (Recall that 

galactose affects the activities of both GalR and GalS at galETKM, but does not affect 

the activity of GalR at galS.10,14) Thus, a circuit with the requisite TF-DNA interactions 

of the FFL might behave as a simpler type of circuit. Signal interactions can reduce the 

complexity of FFL circuits: type-(+/–,0,+/–) circuits respond as coincidence circuits; 

type-(0, +/–,*) circuits respond as two-step cascades; type-(+/–,0,0) and type-(0,0, +/–) 

circuits respond as elementary circuits; and type-(0,0,0) circuits do not respond to 

signal. In this list, +/– is a wildcard for either + or –, and * is a wildcard for either +, –, 

or 0. Only in type-(+/–,+/–,*) circuits do all TF-DNA interactions of the FFL contribute 

to the response to a signal.  

Our results enable predictions of the behaviors of type 2 incoherent FFL gene 

circuits. As a member of the (–,0,–) subclass, the galR-galS-galETKM circuit is 

predicted to be capable of LLH, LHH, and LMH steady-state I/O behaviors (which 

behaviors are all inducible) in response to galactose (Table 1). The temporal response is 

predicted to be that of a coincidence circuit, which, because the TFs act independently, 

is similar to that of an elementary circuit. Because the activities of GalR and GalS have 

different sensitivities to galactose, they might act together to increase the range of 

galactose levels over which the circuit may respond to galactose. Further studies of the 

galR-galS-galETKM circuit might provide clues about the functional significance of 

GalR repression of galS, which contributes to the classification of this circuit as a FFL. 

The exuR-uxuR-uxuAB circuit, which we classify as a member of the (–,–,–) subclass, is 

predicted to be capable of the LLH, LLH, LMH, HLH, and MLH behaviors. The 
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gntRKU-idnDOTR-gntKU circuit, which we classify as a member of the (–,–,0) 

subclass, is predicted to be capable of the HLL or LHH behaviors. Both the exuR-uxuR-

uxuAB and gntRKU-idnODTR-gntKU circuits are predicted to be capable of accelerated 

induction (Fig. 3). 

Our study of the functions of type 2 incoherent FFL  circuits complement earlier 

studies of elementary gene circuits, in which gene-circuit performance was found to be 

influenced by how the signal controls TF self-regulation,1,2 or by the position of the 

signal among substrates, intermediates, or products in the metabolic pathway catalyzed 

by the regulated effector gene products.24 Although here our identification of two 

systems in E. coli in which the same signal interacts with two TFs has led us to study 

the class of FFLs with all negative genetic regulatory interactions, examples of gene 

circuits from the other seven FFL classes are known 

(http://EcoTFs.lanl.gov/FFLs.html). It might be important to consider signal interactions 

of the types examined here for the other FFL classes (for which two signals are 

generally involved), because even though the signals that interact with each TF are 

different, their levels might be correlated through metabolism, making them similar to 

gene circuits in which a signal interacts with both TFs. 

Our analysis of the functions of FFLs with a variety of signal interactions adds 

support the perspective that, to understand the genetic regulatory network of an 

organism, it is necessary to place equal weight on documentation of both genome-wide 

genetic regulatory interactions and genome-wide signal interactions.25,26 Based on this 

perspective, the EcoTFs database of E. coli TFs and signals was recently developed,3 

and, independently, signal interactions were incorporated into the well-known 

RegulonDB database.8,25 Important features of the EcoTFs database, available at 

(http://EcoTFs.lanl.gov), include annotation of the signal(s) influencing the 

activities of each TF, and classification of each TF based on (1) the response to a 
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change in a signal (induction or repression of regulated effector genes), (2) the mode of 

regulation at the promoters of regulated effector genes (repressor or activator control), 

and (3) the co-regulation of TF and effector gene products in response to signals. The 

most recent version of RegulonDB (version 4.0) provides similar information, but 

without documenting the response to a change in signal (upregulation and 

downregulation of genes are documented for many growth conditions, but this 

information is not linked to specific TFs and signals).8  

The need to accurately document genetic regulatory interactions and signal 

interactions has become more urgent because computational and experimental methods 

have accelerated the rate of discovery of such interactions. Computational methods for 

genome-wide prediction of TF binding sites are being developed, and similar methods 

must be developed for systematic prediction of interactions between signals and TFs.26 

In addition to sequence-based approaches, predictions of signal-TF interactions might 

include methods of structural biology, such as homology modeling, searching for 

ligand-binding structural motifs, and molecular docking simulations. 

Methods 

Parameter values 

For systematic characterization of the behaviors of the models, a reference set of 

parameter values was defined as follows: BY = BZ = 0.1; αY = αZ = 0.9; βY = βZ = 1; KYX  

= 1,  KZX = 1, KZY = 1; and nYX = nZX = nZY  = 2. The value of the independent variable X 

was taken to be 1. These values are the same as those used by Mangan & Alon,5 except 

BY = BZ = 0 and αY = αZ = 1 in their study. We modified BY and BZ to consider realistic 

cases in which there is a nonzero unregulated rate of protein expression, and modified 

αY and αZ to ensure that the maximal protein expression rates BY + αY and BZ + αZ were 
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the same as those in Mangan & Alon – the qualitative results of the present study are the 

same either with or without these modifications. As in their study, these reference 

parameter values were selected in the interest of exploring model behaviors rather than 

in the interest of understanding the dynamics of specific natural systems. We 

characterized the behaviors of circuits for a large number of parameter value 

combinations by varying nYX, nZX, and nZY systematically, and randomly sampling values 

of KYX , KZX, and KZY.  To sample parameters for the temporal responsiveness studies 

and for the classification of steady-state I/O behaviors, we consider each possible 

combination of integer values for nYX, nZX, and nZY, where nij ∈ [1,2,3,4,5,6,7,8] (83 = 

512 combinations). For each combination (nYX, nZX, nZY), 1331 combinations of values 

for KYX, KZX, and KZY were generated by random log-uniform sampling of each Kij in the 

range [0.01,100].  A comparison of temporal responsiveness was performed for each 

combination of parameter values, 512×1331 = 681,472 comparisons in total. To sample 

parameters for the clustering of time courses, we systematically sampled values of nij 

from the set nij ∈ [2, 4, 6, 8]. Odd numbered values of nij yielded results that are 

qualitatively similar (unpublished material). For each combination (nYX, nZX, nZY), 210 

combinations of Kij values were generated by random log-uniform sampling in the range 

[0.01, 100]. A total of 840 time courses with different parameter combinations were 

sampled for each circuit. 

Comparisons of temporal responsiveness 

We compared the temporal responsiveness of type-(+,+,0) and type-(–,+,0) FFLs with 

that of circuits lacking the second TF, Y. The input signal for type-(+,+,0) circuits was a 

two-level high-low-high pattern with the time dependence illustrated in the inset in Fig. 

2; the input signal for type-(+,+,0) circuits had the opposite pattern — low-high-low — 

with the same time dependence. The comparisons were performed using the method of 

controlled mathematical comparison, which involves constraints of internal and external 
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equivalence.27,28 Internal equivalence was enforced by requiring all parameters that 

appear in both of any two models being compared, except ΒZ and αZ, to be the same. 

These conditions guarantee that all processes involving production of Y are the same for 

alternative circuits. They also guarantee that the combined effects of degradation and 

dilution for Z are the same for alternative circuits. External equivalence was enforced by 

requiring the minimal and maximal steady-state values of Z in an alternative system to 

be the same as those in the reference system. The steady-state values of Y and Z, which 

we refer to as Y∞ and Z∞, are determined analytically from Eq. 1 by setting dY/dt = dZ/dt 

= 0. 

To satisfy external equivalence for alternative systems that are capable of the same I/O 

behavior, we determine the values of αZ and ΒZ by using the following equations: 
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min,max,
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r
ZXZ KYSshKXSshR ∞= . The primed quantities refer to the 

reference system, and the labels “min” and “max” indicate evaluation at levels of signal 

S at which Z∞ is minimal and maximal, respectively. 

Equations were integrated numerically to obtain system dynamics and summary 

measures of temporal responsiveness: decay times (td), rise times (tr), and settling times 

(ts). The values of td and tr are obtained by calculating the time required for the value of 

Z to first come within ∆Z of its final steady-state value after a change in signal, where ∆Z 

= 5% of the difference between the steady-state levels before and after the change in 

signal. The value of ts is obtained by calculating the time required for the value of Z to 

settle within ∆Z of its final steady-state value after a change in signal. The settling time 

ts is greater than or equal to tr (or td), being equal only when overshoot (or undershoot) 
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is less than ∆Z. For each model considered, comparisons were performed for 681,472 

parameter combinations (Parameter values).  

 

Behavior distributions 

To determine whether the steady-state behavior of a model is inducible or repressible, 

we calculate the value of Z∞ at both low [S < min(TX,TY)] and high [S > max(TX,TY)] 

signal levels. The system is termed inducible (repressible) if Z∞ increases (decreases) 

when the signal changes from low to high; alternatively, Z∞ may be unresponsive to 

such a change in signal. We additionally calculate Z∞ when the signal level is 

intermediate [min(TX,TY) < S < max(TX,TY)]. A three-letter code was used to classify the 

behavior according to the relative values of Z∞ at low, intermediate, and high signal 

levels: the first letter is L, M, or H to indicate whether the value of Z∞ at low signal is 

low, medium, or high, respectively; the second and third letters similarly indicate the 

values of Z∞ at intermediate and high signal. For example, the code HML is a 

repressible system for which the value of Z∞ is high at low signal, medium at 

intermediate signal, and low at high signal. There are 33 = 27 possible 3-letter codes, but 

there are just 13 distinguishable types: HLH, LHL, HHL, HLL, HML, HLM, MHL, 

LLH, MLH, LHH, LHM, LMH, and Null. Some circuits, which we term pulsers, are 

capable of exhibiting a dynamic response without a change in steady state. If the value 

of Z∞ does not change significantly for different levels of signal, either because the 

circuit exhibits only transient behavior or because it is simply insensitive to changes in 

the level of a signal, the response is assigned the code Null. We consider a change to be 

insignificant if it is less than 5% of the minimum value of Z∞. For each type of circuit, 
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we calculated behavior distributions that indicate how I/O classification depends on 

parameter values. A distribution was obtained by calculating the fraction fk of 681,472 

distinct parameter combinations sampled (Parameter values) that yield each type of 

behavior k (e.g., fHML is the fraction of parameter combinations that yield the HML 

steady-state I/O behavior). Automatic clustering was used to obtain similar behavior 

distributions, based on the dynamic response of a circuit to signal (below).  

Automatic clustering 

 

To obtain function classes that are determined by dynamics, we used a clustering 

algorithm, with time courses like those illustrated in Figs. 2-6 as input data.29  To obtain 

time courses, two types of signal input were applied to the 12 circuits in Figs. 1(a)-1(d). 

Parameter values were sampled as described above. For each circuit type, two cases 

were considered: TX < TY and TX > TY. For the first type of signal input, the signal level 

S switches sharply between two levels: a low [S < min(TX,TY)] and high [S > 

max(TX,TY)] value. This type of signal input had a low-high-low time dependence, 

which is the opposite of that illustrated in the inset of Fig. 2. For each of the 12 circuits, 

840 time courses were generated (Parameter values), for a total of 10,080 time courses, 

which were organized into 15 clusters. Because the distinction between TX < TY and TX 

> TY does not influence the response to such a two-step input, it was not necessary to 

consider these cases separately. In another type of signal input, illustrated as insets in 

Figs. 3-6, the signal level S assumes one of three levels: a low [S < min(TX,TY)], 

intermediate [min(TX,TY) < S < max(TX,TY)], or high [S > max(TX,TY)] value. For the 

three-level-input cases, two sets of 10,080 time courses were obtained, one each for TX 

< TY and TX > TY, for a total of 20,160 time courses, which were organized into 30 
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clusters. For both the two-level input and three-level input cases, all time courses within 

a cluster were similar, and different clusters exhibited different temporal response 

patterns. In each analysis, the number of clusters chosen captured a wide range of 

dynamic behaviors. 

 

Clustering algorithm. A greedy approximation algorithm30 is used to cluster time 

courses of the value of Z in response to changes in the level of signal, which we call a 

functional response. The distance used for clustering is defined as follows. Let each 

response be a vector zi of length N, which contains the values of Z running from t = 0 to 

t = N - 1. The distance function between two vectors, z1 and z2, is defined as half the 

Pearson correlation distance: 
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This distance function is designed so that d(z1, z2) = 0 if z1 and z2 are perfectly 

correlated, d(z1, z2) = ½ if they are uncorrelated, and d(z1, z2) = 1 if they are perfectly 

anti-correlated. 

 

Implementation. The clustering algorithm is used to compare a large set of responses 

in an automatic fashion. The input to the algorithm was a set of either 10,080 responses, 

calculated for a low-high-low two-level signal input (a pattern opposite to Fig. 2, inset), 

or 20,160 responses, calculated for a three-level signal input with an intermediate level 

(Figs. 3-6, insets). The set of responses is calculated from models that span the 12 

subclasses of circuits illustrated in Figs. 1(a)-1(d). For three-level input responses, two 
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cases were considered for each subclass: TX < TY and vice versa. Parameter sampling 

was performed as in the “Parameter values” section. 

 

Calculation of representative responses. Singular value decomposition (SVD) was 

used to generate a representative response for each cluster. SVD has been used in other 

applications to summarize and interpret multivariate biological data.31 We form an 

M × N matrix A from the response in a cluster (the mean of each response is 

subtracted). The M rows correspond to the different responses, and the N columns are 

the time-point samples for each response. The SVD is defined as A = USVT, where S is 

the diagonal matrix of singular values, U is the matrix of left-singular vectors, and V is 

the matrix of right-singular vectors. The left-most column of V is the right-singular 

vector associated with the largest singular value, and thus accounts for most of the 

variance of the responses. It is this vector that was used to plot the representative 

responses in Figs. 8 and 9. 

Entropies 

The Shannon entropy of each behavior distribution was calculated 

as  (see text for definition of f∑−=
k

kk ffH 2log k) and was used as a measure of 

robustness of the type of behavior of a model to parameter changes; the lower the 

entropy, the more robust is the type of behavior. The smallest possible value of H is 0, 

which corresponds to the case in which a circuit exhibits the same behavior for all 

parameter values. For the distribution of steady-state I/O behaviors, the largest possible 

value of H is log2 13 = 3.7, corresponding to the case in which all 13 types of behavior 

are each equally represented in parameter space. The two-level-input time courses were 
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grouped into 15 clusters, and the largest possible value of H for this case is log2 15 = 

3.91, corresponding to the case in which all 15 clusters have the same number of time-

courses. The three-level-input time courses were grouped into 30 clusters, leading to a 

largest possible value of log2 30 = 4.91.  
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Figure Captions

Figure 1. Illustrations of type 2 incoherent FFL models that span a comprehensive set 

of signal interactions: (a) type-(−,−,*); (b) type-(−,0,*); (c) type-(−,+,*); (d) type-

(0,+,*); (e)  type-(+,+,*); (f) type-(+,0,*); (g) type-(+,−,*); (h) type-(0,−,*). Due to 

symmetry in the mathematical models, the response of a system above the line ((a)-(d)) 

to an increase in signal is the same as that of the system with inverted signal interactions 

below the line ((e)-(h)) to a decrease in signal, and vice versa. 

 

Figure 2. Functions of type-(+,+,0) circuits. The (+,+,0) subclass of type 2 incoherent 

FFL circuits may be either inducible or repressible, depending upon parameter values. 

Repressible systems may exhibit accelerated derepression rise times and repression 

decay times with respect to a reference system without X→Y regulation. The following 

parameters were used for the reference system: BY = BZ = 0.1; αY = αZ = 0.9; βY = βZ = 

1; KYX  = 5,  KZX = 4, KZY = 1; and nYX = nZX = nZY  = 2. For the repressible type-(+,+,0) 

circuit, external equivalence conditions were applied (Methods). The same parameter 

values were used for the inducible circuit, with the following exceptions: BZ = 0.04386, 

KZX = 10, and KZY = 0.5 (the values of KZX and KZY were chosen arbitrarily among those 

that correspond to an inducible response, and the value of BZ was chosen to align the 

time courses at t = 0). 

 

Figure 3. Typical responses of type-(−,−,*) circuits to signal (see Fig. 1(a)). The 

following parameter values were used for the reference system, which is a type-(−,−,0) 

circuit:  BY = BZ = 0.1; αY = αZ = 0.9; βY = βZ = 1; KYX  = 5,  KZX = 4, KZY = 1; and nYX = 

nZX = nZY  = 2. For the other circuits, external equivalence conditions were applied 
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(Methods). a) TX < TY. The type-(−,−,0) circuit exhibits a LHH behavior, type-(−,−,+) 

exhibits a LHM behavior, and type-(−,−,−) exhibits a LMH behavior. b) TX > TY. The 

type-(−,−,0) circuit exhibits a LLH behavior, type-(−,−,+) exhibits a MLH behavior, 

and type-(−,−,−) exhibits a LMH behavior.  

 

Figure 4. Responses of type-(−,0,*) circuits to the signal input illustrated in the inset of 

Fig. 3. a) TX < TY. b) TX > TY. Selection of parameter values is as in Fig. 3. 

 

Figure 5. Responses of type-(−,+,*) circuits to the signal input illustrated in the inset of 

Fig. 3. a) TX < TY. b) TX > TY. Selection of parameter values is as in Fig. 3. 

 

Figure 6. Responses of type-(0,+,*) circuits to the signal input illustrated in the inset of 

Fig. 3. a) TX < TY. b) TX > TY. c) Selection of parameter values is as in Fig. 3. 

 

Figure 7. Pulsed response of a type-(0,+,+) circuit, which is equivalent to a two-step 

cascade. The parameter values are the same as in Fig. 3, except BY = 0, KYX = 0.001, KZX 

= 50, and KZY = 0.1 to illustrate an arbitrary example of pulsing for this subclass of 

circuits. Two-step cascades were previously assumed to be incapable of generating 

pulses.5 

 

Figure 8. Representative responses from 12 of 15 automatically generated clusters of 

time courses in response to extreme changes in the level of signal (between S < 

min(TX,TY) and S > max(TX,TY)). The signal input is a two-step low-high-low pattern, 

the opposite to that in the inset of Fig. 2. The y-axis is the value of Z at an arbitrary 

scale. The x-axis is the value of time from 0 to 30 in arbitrary units. Traces are labelled 
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by the associated clusters A-L (Supplemental Table S1), along with the percentage of all 

time-courses that are in the given cluster. Responses from the remaining 3 clusters are 

not shown; each of them consists of fewer than 10 time courses.  Response (D) appears 

to exhibit delayed induction; this behavior was confirmed through analysis of temporal 

responsiveness of type-(−,+,0) circuits (Supplemental Table S2). For a more limited 

range of parameter values and signal interactions, the type 2 incoherent FFL was 

previously found to be a sign-sensitive accelerator.5 

 

Figure 9. Representative responses from 20 of 30 automatically generated clusters of 

time courses in response to three-level changes in signal. The time dependence of the 

signal input is shown in an inset in Fig. 3. The y-axis is the value of Z at an arbitrary 

scale. The x-axis is the value of time from 0 to 50 in arbitrary units. Traces are labelled 

by the associated clusters A-T (Supplemental Table S3), along with the percentage of all 

time-courses that are in the given cluster. Responses from the remaining 10 clusters are 

not shown; each of them consists of 10 or fewer time-courses.  The following is a 

classification (by eye) of the illustrated responses into the steady-state I/O behaviors 

defined in the text: (A) LLH; (B) LHH; (C) Null; (D) HHL; (E) HLL; (F) LHM; (G) 

HLM; (H) LHH; (I) LLH; (J) LMH; (K) MHL; (L) HHL; (M) HLL; (N) Null; (O) 

HML; (P) MLH; (Q) MLH; (R) LLH; (S) Null; (T) LHH. Only the HLH and LHL 

behaviors, which are scarce, did not appear among the representative responses. 

Response (I) exhibits delayed induction, similar to response (D) in Fig. 8. 
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Table 1. Distribution of steady-state behaviors of the type 2 incoherent FFL.a

 

Effect of 
Signal on TF 

Activitiesb Pattern of Steady-State I/O Behaviorc

Response 
to Change 
in Signal 

from 
0 to ∞d Entropy 

 ZX YX ZY Null HLH LHL HHL HLL HML HLM MHL LLH MLH LHH LHM LMH Ind Rep  
                    

TX<TY - - - 17 3 0 0 0 0 0 0 34 9 21 0 16 80 0 2.33 
 - - 0 50 0 0 0 13 0 0 0 0 0 37 0 0 37 13 1.40 
 - - + 17 0 16 21 0 0 0 13 0 0 21 13 0 33 33 2.56 
 - 0 - 21 0 0 0 0 0 0 0 34 0 27 0 19 79 0 1.96 
 - 0 0 54 0 0 0 0 0 0 0 0 0 46 0 0 46 0 0.99 
 - 0 + 21 0 11 17 0 0 0 10 0 0 26 14 0 41 27 2.50 
 - + - 17 0 0 0 0 0 0 0 28 0 30 0 26 83 0 1.97 
 - + 0 45 0 0 0 0 0 0 0 0 0 55 0 0 55 0 0.99 
 - + + 21 0 11 17 0 0 0 10 0 0 26 14 0 41 27 2.50 
 0 + - 61 0 0 0 0 0 0 0 23 0 5 0 10 39 0 1.49 
 0 + 0 84 0 0 0 0 0 0 0 0 0 16 0 0 16 0 0.62 
 0 + + 67 0 0 33 0 0 0 0 0 0 0 0 0 0 33 0.91 
 All TX<TY 40 0 3 7 1 0 0 3 10 1 26 3 6 46 11 2.49 
                    

TX>TY - - - 21 0 0 0 0 0 0 0 47 0 17 0 15 79 0 1.84 
 - - 0 51 0 0 13 0 0 0 0 37 0 0 0 0 37 13 1.40 
 - - + 32 2 0 4 19 9 2 0 31 2 0 0 0 33 33 2.31 
 - 0 - 21 0 0 0 0 0 0 0 47 0 17 0 15 79 0 1.84 
 - 0 0 54 0 0 0 0 0 0 0 46 0 0 0 0 46 0 0.99 
 - 0 + 31 1 0 0 24 0 4 0 37 4 0 0 0 41 27 1.98 
 - + - 17 0 0 0 0 0 0 0 44 0 21 0 19 83 0 1.88 
 - + 0 45 0 0 0 0 0 0 0 55 0 0 0 0 55 0 0.99 
 - + + 27 4 0 0 18 0 10 0 34 7 0 0 0 41 28 2.28 
 0 + - 60 0 0 0 0 0 0 0 0 0 40 0 0 40 0 0.97 
 0 + 0 84 0 0 0 0 0 0 0 16 0 0 0 0 16 0 0.62 
 0 + + 61 5 0 0 23 0 10 0 0 0 0 0 0 0 34 1.49 
 All TX>TY 42 1 0 1 7 1 2 0 33 1 8 0 4 46 11 2.20 
                    

All    41 1 2 4 4 0 1 1 21 1 17 2 5 46 11 2.53 
 

a Entries in this table correspond to T  < T  and T  > T . The steady-state behaviors of systems 

in which T  = T  may be inferred from either the T  < T  or T  > T  entries as follows: the 

fraction of systems that are inducible is the entry in the Ind column; the fraction of systems that 

are repressible is the entry in the Rep column; and the fraction of systems that are unresponsive 

is the sum of the entries in the Null, LHL, and HLH columns. 

X Y X Y

X Y X Y X Y
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b Each row corresponds to a different subclass of type 2 incoherent FFL circuits (the last row is 

the summary for all subclasses). The symbol entries under “ZX” indicate the effect of signal on 

regulation of Z by X. Symbols in the other two columns are similarly defined. 

c Entries correspond to the % of 681,472 parameter combinations that result in the steady-state 

behavior indicated by the three-letter code. Underlined entries indicate the types that are 

illustrated in Figs. 3-6. 

d The entries under “Ind” indicate the % of systems that are inducible; for these systems, the 

output at high signal is higher than the output at low signal. The entries under “Rep” indicate the 

fraction of systems that are repressible; for these systems, the output at high signal is lower 

than the output at low signal.  
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Table 2. Controlled mathematical comparison of temporal responsiveness between the 

(+,+,0) subclass of type 2 incoherent FFL circuits and circuits without X→Y 

regulation.a

 KZY < 1 KZY ≥ 1 

 Faster Similar Slower Faster Similar Slower 

Derepression Rise Time 0.55 0.45 0.00 0.16 0.84 0.00 

Derepression Settling Time 0.12 0.46 0.42 0.13 0.84 0.03 

Repression Decay Time 0.19 0.81 0.00 0.05 0.95 0.00 

Repression Settling Time 0.11 0.81 0.08 0.04 0.95 0.01 

a Each entry is the fraction of 681,472 parameter combinations (Methods) that cause the FFL to 

have responsiveness measures that are faster than, the same as, or slower than equivalent 

circuits without X→Y regulation. Two responsiveness measures are considered to be similar if 

their ratio equals 1±0.05. 
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Supplementary Tables 

Table S1. Distribution of time courses among 12 of 15 clusters for the response 

of the type 2 incoherent FFL to changes in signal between extremely high and 

low levels. a

Effect of 
Signal on TF 

Activities % of Time Courses in Clusters A-L  
ZX YX ZY A B C D E F G H I J K L Entropy
- - - 85 5 0 0 0 0 0 0 0 4 3 2 0.89 
- - 0 46 22 20 0 0 0 3 3 5 0 0 0 2.04 
- - + 38 9 47 0 0 0 3 3 0 0 0 0 1.70 
- 0 - 93 7 0 0 0 0 0 0 0 0 0 0 0.37 
- 0 0 69 31 0 0 0 0 0 0 0 0 0 0 0.90 
- 0 + 49 11 40 0 0 0 0 0 0 0 0 0 1.38 
- + - 95 5 0 0 0 0 0 0 0 0 0 0 0.27 
- + 0 71 21 0 8 0 0 0 0 0 0 0 0 1.11 
- + + 43 9 36 4 4 4 0 0 0 0 0 0 1.95 
0 + - 66 34 0 0 0 0 0 0 0 0 0 0 0.92 
0 + 0 38 57 0 5 0 0 0 0 0 0 0 0 1.22 
0 + + 0 37 47 0 10 6 0 0 0 0 0 0 1.62 

All 58 21 16 1 1 1 1 0 0 0 0 0 1.76 
 

a The organization of this table is similar to that of Table 1. Systems are 

subjected to a two-level signal input with levels S < min(TX,TY) and S > 

max(TX,TY). The signal input has a low-high-low time dependence, which is the 

opposite of that illustrated in an inset of Fig. 2. The three clusters with fewer than 

10 members are not included in the table (they were used to calculate the 

entropies, however). Representative time courses for the behavior types (labelled 

A–L) are illustrated in Fig. 8.  
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Table S2. Mathematically controlled comparison of temporal responsiveness 

between the (−,+,0) subclass of type 2 incoherent FFL circuits and circuits 

without X→Y regulation.a

  KZY < 1 KZY ≥ 1 

  Faster Similar Slower Faster Similar Slower 

Induction Rise Time 0.00 0.34 0.66 0.00 0.89 0.11 

Induction Settling Time 0.00 0.34 0.66 0.00 0.89 0.11 

De-induction Decay Time 0.00 0.88 0.12 0.00 0.94 0.06 

De-induction Settling Time 0.00 0.88 0.12 0.00 0.94 0.06 

 

a Each entry is the fraction of the 681,472 parameter combinations (Methods) 

that cause the FFL to have responsiveness measures that are faster than, similar 

to, or slower than equivalent circuits without X→Y regulation. Two 

responsiveness measures are considered to be similar if their ratio equals 

1±0.05. 
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Table S3. Distribution of time courses among 20 of 30 clusters for the response 

of the type the type 2 incoherent FFL to a three-level signal input.a

 

Effect of 
Signal on TF 

Activities % of Time Courses in Clusters A-T Entropy 
 ZX YX ZY A B C D E F G H I J K L M N O P Q R S T  
Tx < Ty - - - 48 31 5 0 0 0 3 0 0 4 0 0 0 0 0 6 4 0 0 0 2.00 
 - - 0 0 33 22 0 13 0 0 14 0 0 0 0 12 0 0 0 0 0 3 2 2.51 
 - - + 0 20 4 38 0 25 0 6 0 0 6 0 0 0 0 0 0 0 0 0 2.21 
 - 0 - 50 40 7 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 1.45 
 - 0 0 0 70 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.89 
 - 0 + 0 29 7 32 0 21 0 6 0 0 6 0 0 0 0 0 0 0 0 0 2.26 
 - + - 43 50 4 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1.35 
 - + 0 0 80 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.72 
 - + + 0 29 7 32 0 21 0 6 0 0 6 0 0 0 0 0 0 0 0 0 2.26 
 0 + - 43 23 33 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1.58 
 0 + 0 0 44 56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.99 
 0 + + 0 0 42 58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.98 
 All Tx < Ty 15 37 20 13 1 6 0 3 0 1 2 0 1 0 0 1 0 0 0 0 2.57 
                         
Tx > Ty - - - 61 27 8 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 1.41 
 - - 0 45 0 22 7 0 0 0 0 0 0 0 8 0 6 8 0 0 3 0 0 2.33 
 - - + 37 0 9 3 31 0 2 0 0 0 0 6 0 5 2 1 1 3 0 0 2.55 
 - 0 - 61 27 8 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 1.41 
 - 0 0 69 0 31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.89 
 - 0 + 51 0 11 0 31 0 4 0 0 0 0 0 0 0 0 1 1 0 0 0 1.70 
 - + - 57 34 6 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 1.42 
 - + 0 64 0 21 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 1.29 
 - + + 41 0 8 0 27 0 14 0 6 0 0 0 0 0 0 1 1 0 0 0 2.21 
 0 + - 0 65 35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.93 
 0 + 0 31 0 59 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 1.30 
 0 + + 0 0 35 0 39 0 26 0 0 0 0 0 0 0 0 0 0 0 0 0 1.56 
 All Tx > Ty 43 13 21 1 11 0 4 0 3 1 0 1 0 1 1 0 0 0 0 0 2.42 
                         
All    30 27 21 8 6 3 2 1 1 1 1 1 1 0 0 0 0 0 0 0 2.77 

 

a The organization of this table is the similar to that of Table 1. Systems are 

subjected to a three-level signal input with an intermediate level. The time 

dependence of the signal input is illustrated in an inset in Fig. 3. Ten clusters that 

have 10 or fewer members are not included in the table (they were included in 
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the calculation of the entropies, however). Representative time courses for the 

behavior types (labelled A–T) are illustrated in Fig. 9. 
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