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ABSTRACT
This paper will describe the application of two non-traditional kinds of machine learning (transductive machine learning
and the more recently proposed matched-pair machine learning) to the target detection problem. The approach combines
explicit domain knowledge to model the target signal with a more agnostic machine-learning approach to characterize
the background. The concept is illustrated with simulated data from an elliptically-contoured background distribution, on
which a subpixel target of known spectral signature but unknown spatial extent has been implanted.
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1. INTRODUCTION
Machine learning (ML) algorithms are potentially very powerful because they are flexible enough to model arbitrary
distributions yet rigorous enough that one can prove theorems about their performance.2 The use of traditional ML for
classification of remote sensing imagery is relatively straightforward and has already met with considerable success.3–6

The target detection problem is superficially similar to classification (it aims to distinguish target from non-target) but is in
several important ways quite different. For target detection, only a few on-target training samples are typically available,
the target strength can be variable, and the operation typically must be performed in a very low false alarm rate regime.
Thus, although many of the tools of ML – kernels, regularization, cross-validation, etc.– have proven useful for a number
of remote sensing tasks, the traditional formulation of ML is not well suited to the target detection problem.

The discussion begins in Section 2 with a description of three traditional machine learning scenarios: supervised,
unsupervised, and semi-supervised. This will be followed by two extensions of traditional machine learning – transductive
and matched-pair – which work together to enhance the ability of machine learning to be used for target detection problems.

One thing the three traditional scenarios have in common is a rigorous distinction between in-sample and out-of-sample
data, between training and exploitation. Transductive learning, described in Section 3, provides new scenarios where this
distinction is blurred, but in a way that maintains the rigor, and can lead to better performance (a “transductive advantage”).

Another emphasis in traditional machine learning is on the utility of discriminative (versus generative) models; such
models are less useful for describing a physical reality, but often more effective at identifying the boundary between distinct
classes from a limited number of data samples. Section 4 introduces matched-pair machine learning, which provides a way
to incorporate physics modeling of the target with more generic machine learning tools for target detection problems.
Although matched-pairs, as originally introduced,1 employ a binary target/non-target dichotomy, many practical target
detection problems include a nuisance parameter, for instance characterizing target size or strength, and the matched-pair
scheme needs to be modified to account for this ambiguity.

2. TRADITIONAL MACHINE LEARNING
In supervised binary classification – the classic machine learning problem – one has a finite set of labeled samples:
(x1, yi), . . . , (xn, yn) where x ∈ Rd is a d-dimensional vector of attributes and y ∈ {−1,+1} is a label. The goal is
to infer a function f(x) that predicts the label y that is associated with data vectors x whose labels are not known. We
assume that the samples (xi, yi) were drawn from an underlying distribution p(x, y); we assume this distribution exists, but
we don’t assume we know what it is. We furthermore assume that the out-of-sample data points are drawn from the same
distribution, and although we know the attribute vectors x for those out-of-sample points, we do not know their labels.
That’s what we want machine learning to help us with.
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If we did know p(x, y), then the likelihood ratio would give us an optimal detector

D(x) = p(x,+1)

p(x,−1)
(1)

and comparison with a threshold, f(x) = sign [D(x)− θ], would provide the optimal classifier. The choice of threshold θ
depends on two factors: one is the relative frequency of the two classes−1 and +1; and the other is the relative importance
of the two types of errors: mistaking−1 for +1, versus mistaking +1 for−1. If both classes are equally frequent, and both
errors are equally important, then the appropriate threshold is θ = 1.

The likelihood ratio formulation suggests a conceptually straightforward two-step approach to binary classification.
The first step is to estimate the densities p(x,−1) and p(x,+1) from the sample data, and the second step is to plug those
estimates into Eq. (1). This is sometimes called a generative approach, because it estimates the model that was used to
generate the data. Typically this is performed by assuming that the distribution p(x, y) has a given parametric form, and
then estimating those parameters from the data samples; see Fig. 1(a). But Vapnik2 advises against this: “When solving
a given problem, try to avoid solving a more general problem as an intermediate step.” Rather than estimate the density,
which is a hard problem and is not what is ultimately needed, one should instead estimate f(x) directly, as illustrated in
Fig. 1(b). Algorithms that do this – and the support vector machine is a prime example7 – lead to discriminative models.
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Figure 1. Although discriminative modeling has the goal as generative modeling, it is much less prescriptive about how to achieve it.
That goal is the discriminating function f(x), and the discriminative approach can avoid trying to solve a more general problem (e.g.,
of approximating densities) as an intermediate step.

For this classic binary classification problem, the ultimate goal is the discriminating function f(x), that can be applied
to out-of-sample data. Since the training data is labeled, this is called supervised learning. An example of unsupervised
classification is given by one-class classification, or anomaly detection. Here all of the training samples are assumed to
come from a single class (for instance, the class of non-anomalous pixel spectra), and the discriminating function f(x)
can be used to predict whether new samples x belong to that class (if not, then they are considered anomalous). In semi-
supervised learning, one has some data with labels and some data (usually a lot more of it) without labels, and the idea
is to leverage the unlabeled data to improve the classifier f(x) that would have been obtained using the (typically much
less numerous) labeled data samples. The edited chapters in [8] describe a variety of approaches for taking advantage of
auxiliary unlabeled data.

Fig. 2 illustrates these three kinds of “traditional” machine learning. In all three cases (supervised, unsupervised, and
semi-supervised) the inductive learning is shown on the left, with in-sample data (labeled, unlabeled, or both) used to infer
an approximating function. The deductive activity is shown on the right, where that function is applied to out-of-sample
data.

3. TRANSDUCTIVE MACHINE LEARNING
The notion of transductive machine learning was introduced by Vapnik, and is illustrated in Fig. 3, which is adapted from
Vapnik’s book.2 This figure lays out the philosophical premise of transductive learning, that it is a learning “from the
particular to the particular,” and is contrasted with inductive (from the particular to the general) and deductive (from the
general to the particular). Vapnik argues that this is a valuable concept:
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Figure 2. Traditional machine learning paradigms. (a) Tradi-
tional supervised learning is based on a training set of data with
labels, from which a function is learned that predicts labels for
new data samples that are not part of the training set. (b) In unsu-
pervised learning, the training data does not have labels. But in
this traditional setting, the function that is learned from the train-
ing data can be applied to new data that was not available when
the function was being trained. (c) In semi-supervised learning,
both labeled and unlabeled training data is available.

The problem of estimating the values of a function at a given point addresses a question that has been discussed
in philosophy for more than 2000 years: What is the basis of human intelligence: knowledge of laws (rules)
or the culture of direct access to the truth (intuition, adhoc inference)? . . . This model [transductive machine
learning] can provide the strongest contribution to the 2000 years of discussions about the essence of human
reason.2

In transductive learning, to be more specific, rather than treat the general function f(x) as the final goal, we seek
the particular function values f(xi) for an unlabeled data set {xn+1, . . . ,xn+n′} that is (in addition to the labeled data)
available during training. This scenario was motivated by the principle of trying to avoid solving a more general problem
as an intermediate step.

The distinction between in-sample and out-of-sample data has a different meaning in transductive learning. That
unlabeled data set that is available during training, that is the data on which the algorithms is to be tested. Fig. 4 illustrates
the transductive scenario a little bit more explicitly than Fig. 3. Comparing Fig. 4(a) to Fig. 2(a), the only difference is the
role of the “Data Samples without Labels” box. For traditional learning, those samples are acted upon by the discriminating
function; for transductive learning, those samples are used to help train that discriminating function, and then they are acted
upon by the discriminating function. The usual taboo against testing on the training set doesn’t apply in this case, because
those data samples are unlabeled.

For unsupervised learning, all of the data is unlabeled, and the distinction between traditional unsupervised and trans-
ductive unsupervised learning is drawn in Fig. 2(b) and Fig. 4(b). Most actual applications of unsupervised learning (e.g.,
clustering or anomaly detection) usually work in the transductive scenario – i.e., the algorithm is applied to the same data
that the algorithm was trained on (in some applications, e.g.image segmentation, an explicit disciminating function may
never have actually been produced).
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Figure 3. This figure, modified from Vapnik,2 illustrates how
transductive machine learning is related to inductive (specific to
general) and deductive (general to specific) reasoning. Although
this figure shows the transductive arrow bypassing the approx-
imating function, virtually all practical transductive algorithms
produce such a function as an intermediate step.
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Figure 4. Transductive machine learning paradigms. (a) Transductive learning is similar to traditional semi-supervised learning, and
the two are often confused. But in transductive learning, the final goal is not the function, but labels for the data that is available (but
unlabeled) at the time of training. (b) Unsupervised transductive learning is similar to traditional unsupervised learning (and when
unsupervised learning is done in practice, it is usually done transductively).

As a practical matter, transductive learning looks a lot like semi-supervised learning, and the two are often confused∗

but the distinction drawn here is best illustrated by comparing Fig. 2(c) to Fig. 4(a). The process of estimating the ap-
proximating function might be the same in both cases, but the use that is made of that function, and the evaluation of that
function’s performance, are what distinguish the two cases.

4. MATCHED-PAIR MACHINE LEARNING
The term “matched pair” is taken from the statistics literature,9, 10 and is used in hypothesis testing problems where the
with-treatment and without-treatment samples are naturally paired. Taking that pairing into account leads to more sensitive
tests of whether the given treatment has observable effects. The use of matched pairs in machine learning addresses a
related, but different, problem. In matched-pair machine learning, the effect of a treatment is known, and encoded in a
function ξ(x). The machine learning problem is to determine, for a given observation, whether one is observing x or ξ(x).

The reason this is so useful for target detection is that ξ(x) corresponds to what is sometimes called target implanta-
tion.11, 12 For every non-target pixel whose spectrum is given by x, an artificial target pixel can be created (or implanted)
with a spectrum given by ξ(x). Although implantation can be used for evaluating detectors,11, 12 the idea behind matched-
pair machine learning is that implantation can also be used to create labeled training data for learning target detectors. The
concept was employed by Foy et al.,13, 14 as part of a larger exploration of the utility of a two-dimensional matched-filter-
residual (MFR) projection space. A more systematic treatment of the matched-pair formalism was developed in [1].

As illustrated in Fig. 5, the matched-pair scheme works by replacing every sample x, with a pair of samples: x and
ξ(x); with x labeled non-target and ξ(x) labeled target. In the traditional formulation, shown in Fig. 5(a), the training
is performed on data that is known not to include targets, and the discriminating function that is learned is then applied
out-of-sample to new imagery that might include targets. If the training data, in addition to the preponderance of target-free
samples, is contaminated with a few samples that do include targets, then the out-of-sample performance will suffer. But
if the contaminating targets are sufficiently weak and/or rare, then the deleterious effect will be small.

A more practical scenario for target detection combines matched-pair learning with transductive learning. Here, one
begins with unlabeled data (e.g., pixels x1, . . . ,xn) that one presumed to be mostly target-free, but the goal is to find targets
in that data. In the transductive matched-pair approach, one initially treats the data samples as if they were target-free, and
creates labeled matched pairs: (xi,−1), and (ξ(xi),+1). Using this as training data, one computes a discriminating
function f(x). In the traditional machine-learning scenario, the function f(x) would then be applied to new data samples
that have not yet been seen, but in the transductive scenario, f(x) is applied back to the training data. This scenario
effectively assumes that the training data are contaminated, and the goal is to find those contaminating samples, because
those are the targets of interest.

∗An entertaining essay on the topic appears as Chapter 25 (A Discussion of Semi-Supervised Learning and Transduction) of Ref. [8].
It is written as “a fictitious discussion inspired by real discussions between the editors of this book and a number of people, including
Vladimir Vapnik.”
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Figure 5. Matched-pair machine learning. (a) Labeled data is
augmented by producing matched pairs with the opposite labels
(one target-present sample for each target-free sample), and this
data is used to train a discriminating function. (b) Unlabeled data
is treated as target-free data, and is used to form matched pairs
of labeled data , which are used for training. (b) In transduc-
tive matched-pair machine learning, the discriminating function
is used to label the initially unlabeled data.
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4.1. Examples of matched-pair opportunities
In [1], a number of non-remote-sensing applications were suggested (determination of white balance, detection of post-
processing, identification of orientation, i.e.portrait vs. landscape, etc.) for which matched-pair learning might be effective.
But the central example in [1] was the plume detection problem. Here, ξ(x) is the effect of plume on a background pixel x.
In particular, for an absorptive plume, Beer’s law15 provides ξ(x) = x · exp(−εt) where ε is a measure of plume strength
and t is the spectrum of the chemical target of interest. For hyperspectral imaging in the thermal infrared, the effect of the
plume can include both absorption and emission16–21 but all of this can be included in ξ(x).

For subpixel target detection, using the “replacement model,” one can write ξ(x) = (1 − ε)x + εt, where ε is the
size (in fractions of a pixel) of the target, and t is its spectral signature. If the background distribution is Gaussian, then
a generalized likelihood ratio test leads to the finite-target matched filter.22 But for non-Gaussian backgrounds, one may
prefer a detector that is adaptive to that background. In the MFR space, this was considered in [13, 14].

Shadows are an often confounding source of variability in remote sensing images, and a detector of shadows could be
used to separate them from mainstream processing. If x is the pixel spectrum in sunlight, then one can describe a ξ(x) that
corresponds to the spectrum of the same material in shadow. It will be darker, and in general, it will be bluer.

4.2. Nuisance parameters
Two of the examples in Section 4.1 involve a nuisance parameter corresponding to the strength of the target. This is
generally not known in advance, and one seeks a detector that works over a range of possible strengths. Thus, this is not
quite a binary classification problem, and the likelihood ratio in Eq. (1) does not quite apply. The customary approach is to
consider a generalized likelihood ratio (GLR)

D(x) = max
ε
D(x; ε), where (2)

D(x; ε) = p(x,+1; ε)

p(x,−1)
. (3)
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Although the non-optimality of the GLR has been widely documented,23–26 it is nonetheless a straightforward and often
successful approach to the composite hypothesis testing problem. A possible extension of the GLR to discriminative
detectors is to apply Eq. (2) to a set of detectors that are derived not from a likelihood ratio, as in Eq. (3), but from a
discriminative model (such as a support vector machine) trained on specific values ε1, ε2, . . . , εm. This is a kind of discrete
clairvoyant fusion27 that approximates continuum fusion.24, 25

An alternative, which has the advantage of always producing an “admissible” detector,23 employs a Bayesian prior p(ε)
on the nuisance variable. In this case (see also [28,29]), the detector is given by

D(x) =
∫
D(x; ε)p(ε) dε (4)

If one has an explicit expression for D(x; ε) – which in turn requires explicit models for p(x,−1) and p(x,+1; ε) – and a
good choice for the prior p(ε), then the expression in Eq. (4) can be integrated to provide the detector D(x).

But if one wants to avoid modeling p(x,−1) and p(x,+1; ε) as intermediate steps, then using the matched-pair for-
malism with a stochastic ξ(x) provides a way to obtain a discriminative model that shares with Eq. (4) the property of
admissibility. This is illustrated in the next section.

4.3. Illustrative Example with Simulated Data
Consider the subpixel target problem with a replacement model: ξ(x) = (1− ε)x+ εt. Here 0 ≤ ε ≤ 1 is the fraction of
a pixel covered by the target, and in general it is not known. Our approach here, consistent with Eq. (4), is to treat it as a
random variable. Thus, for every data sample xi, a matched pair is created:

(xi,−1), (5)
((1− εi)xi + εit,+1), (6)

where εi is randomly chosen from a uniform distribution over the range [0, 1].

In the experiment, whose results are shown in Fig. 6, the background x is drawn from a d = 21 dimensional elliptically-
contoured multivariate-t distribution,30 using parameter ν = ∞ (Gaussian) or ν = 5 (heavy-tailed). The use of different
background models emphasizes the importance of background modeling in target detection.31 The target signature t is
known, and is taken here to be of magnitude ‖t‖ = 5. Using the matched-pair data for training, both a linear adaptive
matched filter and a support vector machine (SVM) classifier (as implemented in the python package scikit-learn32) are
employed. These detectors are applied in the matched-filter-residual (MFR) space defined in [13, 14]. In MFR space, the
vertical axis corresponds to the matched filter direction, which in this case (since the covariance of the clutter is white)
corresponds to the direction t̂ = t/‖t‖; the horizontal axis corresponds to the magnitude of the residual. Thus:

MF = t̂Tx, (7)

R = ‖(I − t̂t̂T )x‖ =
√
‖x‖2 − (MF)2. (8)

Three different detectors were used for this experiment.

Fig. 6(a,b) shows the simple adaptive matched filter,33, 34 whose contours are horizontal lines since the vertical axis
corresponds to the matched filter output. Visual inspection of the on-target and off-target points on those plots shows
poor separation, a result that confirms what various authors have already reported: namely that the additive model is
inappropriate for subpixel target detection.22, 35, 36

Fig. 6(c,d) shows a nonlinear detector that is nonetheless linear in the (nonlinear) MFR space. It is computed as a linear
SVM and it provides much better separation of on-target and off-target pixels than does the matched filter in Fig. 6(a,b).
Comparing Fig. 6(c) to Fig. 6(d) also shows the importance of adapting the detector to the background distribution. It is
interesting to note, in Fig. 6(d), that the intercept of the linear detector is near zero. An intercept that is strictly zero would
correspond to the adaptive coherence estimation (ACE) detector.37, 38

Finally, in Fig. 6(e,f), the full flexibility of the MFR space is employed, and nonlinear detectors are derived using the
kernelized SVM. A classic radial basis function kernel is used: k(x1,x2) = exp(−γ‖x1−x2‖2), where a small γ = 0.03
was chosen to avoid over-fitting. Again, we observe good separation of on-target and off-target pixels (better than the
simple matched filter, anyway). It may be noteworthy that the contours in Fig. 6(f) are reminiscent of the EC-GLRT
solution reported in [39].
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Figure 6. Illustrative example with simulated data, shown in matched-filter versus residual (MFR) space. Blue dots are the target-free
x values, which are drawn from an elliptically contoured multivariate distribution that is either Gaussian (a,c,e) or heavy-tailed (b,d,f).
Red plus symbols are the target-present values, given by ξ(x) = (1 − ε)x + εt, with ε chosen at random in the range [0, 1]. For all of
the detectors shown, the three contours correspond to false alarm rates of one percent, five percent, and ten percent.
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5. CONCLUSION
Matched-pair machine learning is well suited to the target detection problem because it enables an approach that allows
physical modeling of the target to be incorporated into data-driven modeling of the background. This addresses the short-
coming of purely data-driven machine learning that the number of target-class samples is usually too small to enable
representative statistical characterization of targets. It also addresses the shortcoming of direct modeling approaches that
they are too inflexible to account for the complexity of observed hyperspectral clutter.

The transductive scenario is also well suited to target detection because it provides a hedge against non-stationarity in
the background by using a background model that is effectively “trained” on the same data to which it is applied. The
transductive approach furthermore works well in combination with the matched-pair approach for practical target detection
scenarios.
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