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Resolution Enhancement of Multi-look Imagery for
the Multispectral Thermal Imager

Amy Galbraith, James Theiler, Kurtis Thome, and Richard Ziolkowski

Abstract— This paper studies the feasibility of enhancing the
spatial resolution of multi-look Multispectral Thermal Imager
(MTI) imagery using an iterative resolution enhancement algo-
rithm known as Projection Onto Convex Sets (POCS). A multi-
angle satellite image modeling tool is implemented, and simulated
multi-look MTI imagery is formed to test the resolution enhance-
ment algorithm. Experiments are done to determine the optimal
configuration and number of multi-angle low-resolution images
needed for a quantitative improvement in the spatial resolution
of the high-resolution estimate. The issues of atmospheric path
radiance and directional reflectance variations are explored to de-
termine their effect on the resolution enhancement performance.

I. INTRODUCTION

The need for higher spatial resolution in remote sensing has
led to dramatic improvements in imaging technology over the
last three decades. New commercial satellites such as IKONOS
[1] and Quickbird [2] have ground resolution finer than one
meter. Many customers of remote sensing imagery demand
the highest spatial-resolution images that are available. Urban
planning, military planning, intelligence, and disaster monitor-
ing/evaluation are several tasks in which very high spatial reso-
lution is needed. The objects of interest for these tasks are often
small compared to the ground resolution of satellite-based sen-
sors.

There are several trade-offs to consider pertaining to spatial
resolution of satellites. Size and weight limitations of the satel-
lite leads to a problem of attaining higher spatial resolutions.
Telescopes, for example, become more powerful as the lens
or light-focusing mirror gets larger; the Hubble telescope had
to fit within the Space Shuttle cargo bay, fundamentally limit-
ing its resolution. For multispectral sensors, there is a tradeoff
between spectral and spatial resolution when designing a sys-
tem. Multispectral systems often require multiple detector ar-
rays, one for each spectral band, which are expensive; by low-
ering the spatial resolution of each detector, more bands may
be put on the sensor for the same cost. Another difficulty is
the storage and processing of high-resolution imagery. While
desiring higher and higher resolution imagery, more and more
storage and processing time are needed to handle the increased
file sizes.

An alternative way to increase image resolution is to design
the sensor system to acquire images at a lower resolution and
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use the sensor system’s pointing capabilities to allow collec-
tion of multiple low-resolution images within a short time span
as the sensor travels over a target area. Then, image process-
ing methods to fuse the multiple low-resolution images into a
single high resolution image may be used [3–5]. However, ap-
plying these resolution enhancement algorithms to satellite im-
agery acquired by rapid pointing maneuvers adds considerable
complexity to the problem. The images have geometric dis-
tortions due to different satellite view angles, have a variable
ground resolution cell size [6] due to the changing optical path
length from the sensor to the ground at different view angles,
and are affected by atmospheric conditions and directional re-
flectance effects from surface materials.

Several satellite-based imaging systems have the ability to
quickly acquire images at different view angles. These include
the Multispectral Thermal Imager (MTI) [7, 8], IKONOS [1],
Quickbird [2], the Multi-angle Imaging Spectro-Radiometer
(MISR) [9], the Along Track Scanning Radiometers (ATSR-
1, ATSR-2, AATSR) [10], and the Compact High Resolu-
tion Imaging Spectrometer (CHRIS) [11]. The “agility” of a
pointable spacecraft varies from platform to platform, limit-
ing the number of images that may be imaged in a single pass
over a ground target. For instance, the MTI instrument was de-
signed to acquire two images of a tasked ground target, while
the CHRIS instrument on the Project For On-Board Autonomy
(PROBA) mission is capable of collecting five images on a sin-
gle overpass [12]. The MISR instrument collects nine images,
but does so by using nine cameras at fixed angles rather than
pointing a single camera. The maximum number of images that
a particular sensor is capable of collecting during an overpass
depends on many factors including the slew rate of the platform
under constraints of maximal torque, the amount of on-board
memory, data transfer rates, attitude control procedures, and
other overhead processing.

This paper studies the feasibility of enhancement of data
from the MTI, which acquires two images for each scene of
interest. The goal of the work is the creation of a single high-
resolution image from multiple low-resolution images taken at
different look angles. Several processing steps are used to com-
bine multi-angle images into a single high resolution image,
as shown in Fig. 1. Each image, or “frame,” may be option-
ally pre-processed to compensate for atmospheric and BRDF
effects. Then, the frames are aligned with each other, or regis-
tered [13]. The co-registered, corrected frames are then input
to a resolution enhancement algorithm that synthesizes a high
resolution image.
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Fig. 1. Flow diagram of resolution enhancement processing for multi-angle remotely-sensed imagery.

II. MULTISPECTRAL THERMAL IMAGER: MTI

The Multispectral Thermal Imager (MTI) is a U.S. Depart-
ment of Energy research satellite with fifteen spectral bands,
from the visible to the thermal infrared [7, 8]. The MTI plat-
form is a pushbroom system. For near-nadir images, the ground
resolution cell size (hereafter called “resolution” for simplicity)
is approximately 5 meters for the visible and the near-infrared
bands (bands A through D), and 20 meters for the midwave and
the thermal bands (bands E through O). The focal plane con-
tains three sensor chip assemblies (SCAs), each consisting of
linear detector arrays for each band. The purpose of multiple
SCAs is to increase the crosstrack field of view (nominally 12
km). The line detectors for the visible and near infrared (VNIR)
bands are located near the center of the focal plane where the
optical quality is highest. Each line detector has a delayed start
time for readout, so that the 48 images (3 SCAs, 16 line detec-
tors each) are collected sequentially in time, about 4.5 seconds
for all of the bands to acquire a 12 km by 12 km image [14].

To increase the system’s image acquisition flexibility, the
MTI satellite has pointing capabilities, meaning that an image
can be taken off to a side, forward, or behind at a given look an-
gle. Pointing allows the MTI to acquire a two-look image. First,
an image is taken with the camera pointing (almost) straight
down at a target on the Earth’s surface. This image is called the
nadir image. The target is usually located some distance away
from the satellite’s orbital track in the cross-track direction, so
the nadir image look angle is not exactly zero; rather, it is as
close to a nadir angle as is possible given the current orbital
position of the satellite, but at least within 20 degrees of nadir.
After the satellite has continued in its orbit for a short time, on
the order of a few minutes, it then points back at the first target
location and acquires a second, off-nadir image. The off-nadir
image is taken with a look angle of 50 to 60 degrees, typically.
The number of images that may be taken in a single overpass is
limited by the time required to reorient the satellite. In theory,
more images could be taken, but this has not been done during
MTI collects. The cross-track pointing has a range of ±20 de-
grees, and the along-track pointing has a range of±60 degrees.
With an orbit height of 575 km and a satellite speed of 7 km/sec,

the MTI has a little under 5 minutes in which it must point at
and acquire its target scene.

The spatial resolution of the off-nadir image is poorer than
that of the nadir image because the extent of the projection of
a detector onto the ground, or resolution, is a factor of cos2 θ
larger, as shown in Fig. 2. The off-nadir resolution in the along-
track direction is given by

RESθ =
βh

cos2 θ
=

RESn
cos2 θ

(1)

where RESn is the nadir ground resolution, θ is the angle from
nadir, β is the angular instantaneous field of view (IFOV), and
h is the distance from the sensor to the ground [6, 15]. This
simplified diagram does not account for satellite motion or the
detector integration time, which increase the nadir and the off-
nadir along-track resolution. The cross-track resolution is sim-
ilar to the along-track resolution, but scales by cos θ rather than
cos2 θ, resulting in an oblong projection of each pixel onto the
ground. For the 12 km swath width of MTI, the cross-track
resolution is approximately constant.

III. GOAL OF RESOLUTION ENHANCEMENT

Given a set of low resolution images, the goal of resolution
enhancement is to form a single image with higher resolution,
so that the effective ground resolution cell size is improved. Im-
proving the resolution by combining data from several images
will allow finer detail to be seen in the image by a human ana-
lyst, and will allow better localization of the edges of the fea-
tures in an image. Forming an image at a higher resolution than
that of any of the low resolution images is possible if enough
unique information is available; luckily, this is usually the case.
Low resolution digital images are typically aliased (undersam-
pled). If they are shifted with respect to one another with sub-
pixel precision, more information is available than with a single
image.

Quantitatively, an observation model is needed to relate the
desired high resolution (HR) image to the observed low resolu-
tion (LR) images, or frames. This model is shown in Fig. 3. The
LR frames are warped, blurred, and downsampled observations
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Fig. 3. Observation model relating low resolution (LR) images to a high
resolution (HR) image.

of the HR image, and may have additive noise. Warping can in-
volve translations, rotations, skew, or projective distortion from
one LR frame to another. Blur may be caused by diffraction-
limited optics, motion of the imaging system, motion of the
viewed objects, or atmospheric turbulence. Sampling by a CCD
array discretizes the locations of incoming photons.

Using the observation model above, the LR images may be
input to a resolution enhancement algorithm [5] that tries to
remove the degradations of the imaging process while using
the unique information contained in each LR frame, resulting in
an estimated HR image. The resulting HR estimate is discrete
(sampled), but is not aliased, and is sampled to a finer grid than
any of the sampling grids of the LR frames.

IV. RESOLUTION ENHANCEMENT ALGORITHMS

Resolution enhancement methods known as super-resolution
image reconstruction algorithms are the starting point for the
multi-angle resolution enhancement explored in this paper.
Super-resolution is the extrapolation of the frequency content
in an image, permitting the reconstruction of a digital image
onto a grid with smaller pixels. Multi-frame super-resolution
methods use several low-resolution input images to generate

either a single high-resolution image or, in the case of video
super-resolution, multiple high-resolution video frames. Re-
views of approaches for super-resolution using multiple images
are given in [3–5].

Super-resolution image reconstruction methods are divided
into two approaches: frequency domain methods and spatial do-
main methods. Frequency domain methods are limited to global
translational shifts between frames and spatially-invariant blur-
ring. Consequently, they cannot be used for combining multi-
angle remote sensing data, since the multi-angle frames may be
rotated with respect to one another, may have perspective dis-
tortion, and may have irregular sample spacing. Spatial domain
methods are much more flexible, allowing sophisticated imag-
ing models to be used. One popular spatial domain method is
set theoretic image resolution enhancement. Convex set theo-
retic methods for resolution enhancement have been around for
several decades [16–24]. The most widely used algorithm of
this type is the projection onto convex sets (POCS) algorithm
[20,21]. The POCS algorithm iteratively estimates a high reso-
lution image from a set of low resolution images by performing
simultaneous interpolation and restoration. Thus, POCS both
increases the size of the image and removes the effects of blur
due to the system PSF. The POCS method has many advantages
for the resolution enhancement of images [20], including the
flexible incorporation of prior knowledge, the ability to acquire
the LR frames using any detector or scanning geometries in-
cluding nonuniform sampling, the capability to compensate for
different amounts and types of blur in each LR frame, and the
ability to combine LR frames with different pixel sizes. The
ability to input satellite images with different ground resolu-
tions was an important factor for selecting POCS for the reso-
lution enhancement.

The POCS algorithm uses prior knowledge about the imag-
ing system to impose constraints on a high-resolution (HR) es-
timate of the original scene. The use of a priori knowledge
helps the algorithm converge to a reasonable solution. Con-
straint sets may be formed for data consistency, energy bounds,
amplitude bounds, spatial support bounds, etc. More precisely,
each constraint defines a closed convex set C, which, for image
reconstruction, is a set of images with a particular property. The
object f is known a priori to belong to the intersectionCs ofm
closed convex sets C1, C2, ..., Cm,

Cs =

m
⋂

α=1

Cα, (2)

whereCs is found by iteratively computing projections onto the
convex sets (thus the name POCS):

fn+1 = PmPm−1 . . . P2P1fn. (3)

The projection operator Pi maps the current estimate f to the
closest point in the set Ci. Fig. 4 illustrates the POCS method,
closely following a figure from Ref. [25]. One important con-
straint used in POCS ensures data consistency – that is, the HR
estimate, when blurred and downsampled, must be consistent
with the observed LR frames. This constraint is defined as

CD = {f : |r| ≤ δ} , (4)
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Fig. 4. The POCS algorithm for two constraint sets, shown converging to a
solution f in the intersection set Cs.

where the residual r is the difference between a LR pixel value
and a blurred region in the HR estimate

r(i, j)
.
= g(i, j)−

∑

k

∑

l

fn(k, l)h(i, j; k, l), (5)

and δ = cσv , the confidence of the user in the observation for
a noise standard deviation of σv , with the constant c ≥ 0 found
using a statistical confidence bound [21]. The projection of f
onto the constraint set CD is then

fn+1 = PDfn =







fn + h (r − δ) /
∑

h2 if r > δ
fn if −δ < r < δ

fn + h (r + δ) /
∑

h2 if r < −δ
.

(6)
The POCS image reconstruction method using only the data

consistency constraint may be summarized in the procedure
shown in Figs. 5 and 6.

• Align (register) the LR images using known translation,
rotation, and skew

• Until estimate f has converged:
– For each pixel in each LR frame:
∗ Find the non-integer location of the pixel center in

the HR estimate
∗ Apply blur to a neighborhood (window) of HR pix-

els corresponding to the estimated or known point
spread function (PSF) of that LR frame

∗ Subtract the average of the blurred region in the HR
image from the LR pixel to find the residual r

∗ Compute the new HR image values within the PSF
window by adding the residual r multiplied by the
PSF

Fig. 5. The POCS algorithm using the data consistency constraint.

V. IMAGE FORMATION

Simulated off-nadir imagery is used in order to have control
over the image registration and view angle parameters, as well

compare
LR pixel to

blurred
HR region

LR frame HR frame

Fig. 6. Mapping the LR pixel to the HR estimate and computing the residual
from the PSF applied to a local neighborhood.

as to provide sufficient data for analysis. To simulate imagery
for input into our resolution enhancement algorithm, a model of
the image formation process for multi-angle, remotely-sensed
imagery is needed. The model must account for the optics of
the imaging system, the changing view angle, and the sampling
process of the detector array. We discuss each of these compo-
nents in the following sections.

A. Modeling the Optics

The optics are modeled using a linear, shift-invariant (LSI)
imaging model, using the assumptions of quasi-monochromatic
incoherent illumination, an aberration-free, diffraction-limited
optical system, and imaging in the far-field [26, 27]. The sys-
tem impulse response for an optical system is often called the
point spread function (PSF). The intensity image, g, of an ob-
ject f formed by an incoherent, LSI optical system with a PSF
h may be illustrated as shown in Fig. 7. The imaging systemPSfrag replacements

f(x, y) h(x, y) g(x, y)

optical

system
object image

Fig. 7. Linear, shift-invariant imaging system model

is described equivalently as a two-dimensional spatial convolu-
tion of the object f with the PSF h,

g(x, y) =

∫

∞

−∞

∫

∞

−∞

f(ξ, η)h(x− ξ, y − η)dξdη (7)

= (h ∗ f)(x, y) (8)

where x, y are the coordinates in the image plane and ξ, η are
the coordinates in the object plane.

It is useful to describe the optical system in terms of its fre-
quency response, because the sharpness of edges and fine detail
in a scene correspond to high frequencies in the Fourier domain.
Taking the Fourier transform of Eq. 8, and after some rearrang-
ing of terms, we can express the incoherent optical system re-
sponse in the frequency domain as

G(u, v) = H(u, v)F (u, v), (9)

where F is the Fourier transform of the object,G is the Fourier
transform of the image, and H(u, v) is the incoherent optical
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transfer function (OTF) of the system [27, 28]. The OTF gov-
erns how spatial frequencies are preserved from the object to
the image. Specifically, the incoherent OTF is defined as the
normalized complex autocorrelation of either the aperture stop
or the exit pupil, with a scaling factor [27]. For our purposes,
it is sufficient to define an aperture function, a(x, y), that could
be a physically real pupil or a limiting aperture within the opti-
cal system. The blur due to the limiting aperture, and thus the
OTF, fundamentally limits the resolution or amount of detail
that may be seen in the image. The spatial frequency at which
the OTF goes to zero is called the optical cutoff frequency, fc.
It is given by

fc =
D

λl
(10)

where D is the aperture diameter, λ is the wavelength of the
light, and l is the focal length of the optical system.

The aperture function used to generate blurred imagery is a
simple circular pupil [26], a(x, y), of radius r,

a(x, y) = circ

(

√

x2 + y2

r

)

. (11)

The incoherent OTF, or complex autocorrelation of the aperture
a, is given by

Ho(u, v) =











2

π

[

cos−1
(

f
fc

)

− f
fc

√

1−
(

f
fc

)2

]

, f < fc

0 , otherwise
(12)

where f =
√
u2 + v2 is the radial distance in the frequency

plane [26]. To simulate diffraction-limited image blur due to the
optical system, we first compute the two-dimensional Fourier
transform of a high resolution “object” scene to obtain its spec-
trum. A standard FFT is used in the implementation. A circular
aperture size is selected and the corresponding OTF is calcu-
lated. Next, the object spectrum is multiplied by the OTF, which
removes the high frequencies present in the high-resolution im-
age. The output of this step is a blurred image with the same
number of pixels as the high resolution image. An example of
an image blurred by diffraction effects by a circular aperture is
shown in Fig. 8. For better visibility of the high frequencies,
the object and image spectra are displayed using a logarithmic
compression on the scaling.

To generate the multi-angled frames that would be viewed
by a satellite-based sensor, two additional steps are required.
First, the blurred image has a projective transform applied to it
to simulate an off-nadir view angle. Then, the image is subsam-
pled to model the detector array of the satellite system. These
components of the system are presented next.

B. Modeling the Changing View Angle Between Frames

Between frames, we assume that the satellite carrying our
imaging system has moved. Satellite motion can be very com-
plex, but a simple model will be implemented to study the most
important issue for multi-angle resolution enhancement prob-
lem: the view angle. Other issues, such as terrain, slope, ele-
vation, and curvature of the Earth, are important, but are sec-
ondary to the issue of the increasing view angle from nadir and
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Fig. 8. High resolution object scene blurred by a circular aperture.

the subsequent increase in the pixel size due to the increased
path length to the imaged scene as the angle increases.

It takes the MTI satellite 4.5 seconds to acquire a 12 km by
12 km image for all 16 spectral bands. The velocity of the satel-
lite is 7 km/sec, thus the satellite travels approximately 31.5 km
while acquiring a single image. The change in angle between
the beginning of acquisition and the end of acquisition results
in a change in the size of the projection of the detector line.
The changing view angle (perspective) between nadir and the
satellite with respect to the location of a feature on the ground
may be modeled with a projective transform. The simplified
geometry of an off-nadir image formed by a pushbroom sensor
is shown in Fig. 9. The off-nadir field of view (FOV) in the
cross-track direction, FOVo,c, or swath width, is determined
by the cross-track extent of the linear detector array projected
onto the ground. Over∆t = t2 − t1 = 4.5 sec, the path length
increases from l1 to l2, and the swath width becomes smaller.
The off-nadir FOV in the along track direction, FOVo,a, is de-
termined by the image acquisition time and the off-nadir point-
ing angle at the midpoint of image acquisition θave. Compared
to the nadir along-track FOV, it is reduced by a factor of cosine
squared (just as for the along-track off-nadir resolution shown
previously in Fig. 2).

The homogeneous coordinate system is used to perform the
required two-dimensional coordinate transforms [29]. An ex-
ample of projective distortion due to a satellite viewing a scene
from nadir and off-nadir is shown in Fig. 10. The off-nadir im-
age appears scaled, but not much keystoning is visible because
the distance from the sensor to the target (575 km for the MTI
at nadir) is much larger than the extent of the image acquired
(12 km by 12 km for the MTI).

C. Modeling the Detector Array Subsampling

The detector array effectively discretizes our image. This
may be modeled by downsampling the blurred and transformed
images to a grid with fewer pixels in each dimension. The sub-
sampling process can introduce aliasing into the images. Recall
from Sect. V-A that the optics of the system have an impulse
response, or PSFoptics. If a point source is imaged by this sys-
tem, it forms a diffraction pattern in the far field that consists
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Fig. 9. Off-nadir geometry for a single band.

of bright concentric rings called the Airy pattern [26, 30]. The
diameter of the central lobe is given by

dAiry = 2.44
λf

D
, (13)

where λ is the wavelength of the point source, f is the focal
length (the distance from the lens to the focal plane), and D is
the diameter of the aperture or lens. The detectors located at the
focal plane also have a PSF,

PSFdetector(x, y) = rect

(

x

dx

)

rect

(

y

dy

)

(14)

where dx and dy are the sizes of a rectangular detector in the
x and the y directions, respectively. For most detectors, the

Fig. 10. Nadir and off-nadir image at 45◦ simulated using a projective trans-
form with an orbital height of 575 km.

detector shape is square, or ddet = dx = dy. Assuming a 100%
fill-factor for the detector array, when dAiry > ddet, the system
is called optics-limited [30]. When dAiry < ddet, it is called
detector-limited. These terms arise because the system PSF is
given by the convolution of the optical and the detector PSF’s,

PSFsystem = PSFoptics ∗ PSFdetector, (15)

and the system OTF is given by the multiplication of the com-
ponent OTF’s,

OTFsystem = OTFopticsOTFdetector. (16)

The cutoff frequency of the optics OTF versus the detector OTF
determines the whether aliasing is present. If high frequencies
are allowed through the optics, but the detectors are not small
enough, the high frequencies are aliased to low frequencies in
the discretized output image.

It is important to understand the effects of aliasing when ap-
plying resolution enhancement algorithms to multispectral im-
agery because the degree of aliasing present varies with wave-
length. For a system like the MTI, the same optics are used
for both the visible and the IR bands, while the size of the de-
tectors changes, resulting in more aliasing at the shorter wave-
lengths. For the MTI, D = 36cm and f = 125cm. In
band A, λ ≈ 485nm, so dAiry ≈ 4.1µm, much smaller than
ddet = 12.4µm. The system is detector-limited in band A. In
the IR bands, λ ≈ 10µm, and dAiry ≈ 84.7µm, about twice
the value of ddet = 49.6µm, meaning the IR bands for the MTI
are optics-limited.

An example of an image after downsampling is shown in
Fig. 11. Compared to the blurred image, the pixel size of the
downsampled image is four times larger in each dimension,
making high frequency detail much more difficult to see after
sampling.

VI. THE ELLIPTICAL GAUSSIAN SYSTEM PSF MODEL

The POCS algorithm requires knowledge of the system PSF.
With the added complication of off-nadir frames, the known or
estimated PSF must be warped; the projective transform model
requires a mapping of the system PSF from every pixel in each
LR frame to the HR estimate, resulting in a distorted PSF in
the HR grid. The computation of the projected system PSF can
be time consuming [4]. However, it is possible to use an ap-
proximate mapping of the PSF using an affine transform rather
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Fig. 11. Blurred image vs. blurred, 4X downsampled image

than a projective transform and keep the processing time rea-
sonable. For off-nadir images simulated using the parameters
of the MTI sensor, the primary transformation of the off-nadir
image is a change in scale; the perspective keystoning is small
due to the very large distance from the satellite to the ground.
Therefore, the affine transform is reasonable for mapping the
PSF of a satellite sensor from the off-nadir LR frames to the
HR estimate grid. Using the affine mapping, the projected PSF
will be the same for every pixel in a given LR frame, thus re-
ducing the computational time considerably.

First, a model for the system PSF in a nadir viewing case
must be selected. Two-dimensional Gaussian functions, both
circular and elliptical, have been used previously to model the
system PSF of a satellite [31–33]. Likewise, a 2D Gaussian
function is used to approximate the system PSF in this paper.
The Gaussian PSF is circularly symmetric at nadir, assuming
the optics do not have distortions. Mapping the PSF from a
given off-nadir LR frame to the HR estimate grid with an affine
transform results in an elliptical Gaussian PSF, given by

PSF(x, y) =
1

2πσxσy
e−x

2/2σ2
xe−y

2/2σ2
y (17)

where σx and σy are determined by scaling the circularly sym-
metric nadir PSF of width σ by a cosine or a cosine-squared
factor of the off-nadir look angle θ, so that

σx =
σ

cos θ
and σy =

σ

cos2 θ
(18)

in the cross-track and in the along-track directions, respectively.
The PSF is normalized so that the area under the PSF is constant
to ensure that the weighting during the blur step of the POCS
algorithm is correct.

VII. VALIDATION OF POCS USING MULTI-LOOK IMAGERY

To measure the performance of the resolution enhancement
algorithm, a quantitative image quality metric is needed. The
SNR improvement, or ISNR (measured in dB), is a useful met-
ric for image restoration [34] and will be used here. It is given
by

ISNR(f, f̃ , g) = 10 log10







∑

[f − g]2
∑

[

f − f̃
]2






. (19)

It measures the distance between the original scene f and a
restored image f̃ as well as the distance between the original
scene f and the degraded image g. This metric assumes that
the original, degraded, and restored images are the same size.
Since the degraded images here are the LR frames, which are
at a lower resolution than that of the original and HR estimate,
some modification to the ISNR metric must be made in order
use it to measure resolution enhancement performance. A base-
line “degraded” image g may be formed by interpolating (i.e.,
bilinear interpolation) the nadir LR frame to the same size as the
original image and the HR estimate. Then, the ISNR will pro-
vide a measure of how much better the restored image is com-
pared to the interpolation of just one LR frame, or roughly, how
much additional information has been gained from the off-nadir
frames. Obviously, when real imagery is used rather than sim-
ulated imagery, the ISNR cannot be computed since the “origi-
nal” image f is not known.

A. Combining Two-look Imagery

The performance of the POCS algorithm with simulated two-
look imagery is examined in this section. Using the multi-angle
image simulation tools developed in the previous section, test
data consisting of a nadir image and one off-nadir image are
formed. The test input used is an image acquired by the MTI
instrument over Albuquerque, NM, over the Isotopes Park base-
ball field. The image is a 128×128 crop from band A (the
visible “blue” band), and is shown in Fig. 12. This image al-
lows a quantitative measure of the image improvement possi-
ble for remotely-sensed imagery at visible wavelengths, specif-
ically for the MTI sensor.

Fig. 12. The original “Isotopes” MTI image, sized 128×128 pixels.

The POCS algorithm is applied to two images, one at nadir
and one at an off-nadir angle θ, to observe the effect of the off-
nadir view angle on convergence. The basic parameters of the
MTI instrument are used to model the off-nadir image geom-
etry. The height of the sensor is assumed to be 575 km, and
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the field-of-view (FOV) is approximately that of the MTI in-
strument. Unlike the MTI, the sensor is modeled by a circular
aperture in front of a 64×64 pixel 2D CCD array. The HR grid
is defined to be 128× 128 pixels, meaning that the output res-
olution will be twice that of the input images in both the x and
y directions (four times the number of pixels). However, this
sampling grid is finer than the “true” resolution expected, since
two images with optimum shifts and no angular movement al-
lows a theoretical resolution increase of only 1.4 from simple
geometry.

The modeled input LR frames are shown in Fig. 13, with the
nadir LR frame shown larger in Fig. 14 for comparison with
the original image in Fig. 12. A simple bilinear interpolation
of the nadir image is shown in Fig. 15. The ISNR curves for
the two-image case are shown in Fig. 16, and a representative
HR image is shown in Fig. 17. A visual inspection shows that
the POCS restored image contains more edge detail than the
bilinearly-interpolated frame. Details such as the divided road
lanes and parking lot rows are more apparent in the restored HR
estimates, with details again varying depending on which off-
nadir angle was used. The best two-angle combination for this
data occurs at θ = 0◦, 10◦, with an ISNR of 5.4 dB.
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Fig. 13. The simulated multi-angle LR “Isotopes” frames used as input to the
POCS algorithm, 64× 64 pixels.

B. Combining Multi-look Imagery

The two-look case showed modest visual improvement in the
spatial resolution and an ISNR improvement between 4.1 dB
and 5.4 dB; to determine how many images are needed, and at
what angles, for better results, the performance of the POCS
algorithm with simulated multi-look imagery is examined. Ten
images, one nadir and nine off-nadir, are combined to form a
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Fig. 14. Closeup of nadir LR “Isotopes” frame, 64× 64 pixels.
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Fig. 15. Bilinear interpolation of nadir LR “Isotopes” frame.

HR image. The parameters used to model the image geometry
are the same as those for the MTI instrument.

The effect of increasing the off-nadir angle on the ISNR is
shown in Fig. 18. The highest ISNR occurs at 40◦, using six LR
frames, after 8 epochs. The inclusion of the image at 48◦ makes
the peak ISNR lower and causes divergence of the POCS solu-
tion; at this angle, the off-nadir resolution is more than twice
that of the nadir resolution. Since the MTI acquires its sec-
ond look near 50◦ or 55◦, it is therefore unlikely that the stan-
dard off-nadir data could be used successfully for resolution
enhancement; tasking of the satellite at smaller look-angles is
needed for this application.

The number of images needed when restoring to a grid at
twice the resolution of the LR frames is examined next. Ten
images with 5◦ separation are generated, with a maximum an-
gle of 45◦ (designed to be less than 48◦ since the images fail
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Fig. 16. Improvement in SNR for the “Isotopes” image using two frames, one
nadir and one off-nadir at various look angles θ.
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Fig. 17. The HR estimate using two frames, one nadir and one off-nadir at
θ = 30◦.

to provide helpful information past that point). Fig. 20 shows
the ISNR curves with ∆θ = 5◦ up to a maximum off-nadir an-
gle of θ = 45◦. The maximum ISNR is close to 9 dB. After
combining five or six images, the ISNR is not made better by
combining more images, but the ISNR values do not get worse,
either. Therefore, six LR frames are ideal for this viewing sce-
nario, as long as the images are acquired for θ < 48◦ off-nadir
so that they do not cause divergence of the POCS algorithm.

C. Combining Symmetric Three-look Imagery

The two-look experiments of Sect. VII-A assumed that the
imaging system operated like the MTI sensor, first acquiring a
nadir image and then pointing back to acquire a second image.
A logical improvement in the image collection is to begin tak-
ing images as soon as the ground target is within view at some
forward-pointing off-nadir angle, and then continue to point the
satellite and take imagery until the sensor has passed over the
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Fig. 18. Improvement in SNR using multiple frames at increasing angles.
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Fig. 19. The HR estimate using six frames, θ = 0◦, 8◦, 16◦, 24◦, 32◦, 40◦.

ground target and is pointing backward at some maximum off-
nadir angle. This approach allows more images at look angles
close to nadir to be collected. Since near-nadir imagery has
the highest resolution (the IFOV is smallest when the distance
from the satellite to the ground is at a minimum), as many im-
ages as possible should be taken close to nadir. The number
of images that may be taken is limited by the time required to
re-point the satellite. At a minimum, three images, one at nadir
and two at symmetric off-nadir positions ±θ, should be used
to maximize the quality of the data input to a resolution en-
hancement algorithm. To explore the idea of using symmetric
off-nadir images, the POCS algorithm is applied to simulated
three-look imagery. The LR dataset is formed from a nadir im-
age (θ = 0), a forward-pointing off-nadir image at −θ, and a
backward-pointing off-nadir image at +θ. As a representative
example, the ∆θ = 20◦ case for symmetric viewing gives an
ISNR of 6.2 dB, while the asymmetric case gives an ISNR of
6.9 dB, an improvement of 0.7 dB. The ISNR curves are shown
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Fig. 20. The ISNR for 2 to 10 frames, θ = 0◦, 5◦, 10◦, ...,45◦.

in Fig. 21. As discussed further by the authors in Ref. [35],
symmetric viewing with θ = −15◦, 0◦, 15◦ gives a 7.5 dB im-
provement compared to a similar 7.7 dB improvement using
θ = 0◦, 13.3◦, 26.7◦, 40◦; three symmetric frames are needed
compared to four asymmetric frames for equivalent improve-
ment of the “Isotopes” image. Therefore, symmetric viewing is
better than asymmetric viewing for POCS resolution enhance-
ment. It may be surmised that symmetric viewing gives a better
ISNR than the asymmetric viewing case since the imaging an-
gles are closer to nadir.
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Fig. 21. Improvement in SNR for the “Isotopes” MTI image using three
frames, one nadir and two off-nadir at look angles ±θ.

VIII. MISREGISTRATION EFFECTS

The cases considered thus far have been ideally registered.
In practice, perfect registration of satellite images is not possi-
ble. To put the previous error analysis in context, the effect of
misregistration on ISNR is considered. Using symmetric three-
look imagery at -15◦, 0◦, 15◦, a uniform subpixel misregistra-
tion of the nadir LR image is modeled. The misregistration is

in units of a fraction of a pixel in the along-track direction. The
ISNR curves are shown in Fig. 22. As the misregistration ∆x
increases, the peak ISNR decreases as expected. The POCS
algorithm converges well for ∆x < 0.1 pixel. For larger mis-
registration, resolution enhancement still occurs as measured
by ISNR, but artifacts are seen in the HR image. For a mis-
registration of ∆x = 0.1 pixels for the symmetric three-look
case, the ISNR is 1.25 dB less than that of the perfect registra-
tion, while ∆x = 0.2 pixels decreases the peak ISNR by about
2.2 dB. The result of combining three-look imagery with a 0.2
pixel misregistered nadir frame is shown in Fig. 23. Despite the
jagged artifacts due to misregistration, the image appears vi-
sually improved compared to the nadir LR frame. Prior studies
have shown that a registration of∆x < 0.2 pixel is needed to do
change detection using satellite imagery [36, 37]. In addition, a
rule of thumb is given in Ref. [24], stating that for optimal res-
olution enhancement of K LR images, a (1/K)-pixel or smaller
rms registration error is needed. The results here are consistent
with these earlier studies.
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Fig. 22. Improvement in SNR for the “Isotopes” MTI image using three frames
at −15◦, 0◦,+15◦, with the nadir image misregistered by∆x pixels.

IX. NOISE EFFECTS

The effect of image observation noise on POCS enhance-
ment is examined in Refs. [21]and [22]; there, the authors mod-
ified the POCS algorithm of Ref. [20]to account for observation
noise. We briefly examine the effect of observation noise on the
enhancement of three-look imagery. Additive white Gaussian
noise is applied to each of the three LR frames independently
to form noisy images at the 10, 20, 30 and 40 dB SNR level.
The POCS confidence bound δ of Eq. 4 first is set to zero to
ignore observation noise, then is set to δ = cσv , where σv is
set to the noise standard deviation, and c = 1, to show how
the modified POCS algorithm of Ref. [21] reduces noise ampli-
fication. The INSR curves for the enhanced noisy images are
shown in Figs. 24 and 25. For high SNR’s (30 dB or higher),
setting δ = 0 is best. As discussed in Ref. [22], small δ val-
ues give sharp images at the expense of added noise, like an
inverse filter. For low SNR’s, increasing δ helps prevent a noisy
solution, as shown by the improved ISNR’s for the 10 and 20
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Fig. 23. The HR estimate using three frames at −15◦, 0◦,+15◦ and ∆x =
0.2 pixel.

dB three-look images. However, the POCS algorithm did not
improve the SNR of the 10 dB image sets. Therefore, it may
be concluded that it is important to have SNR’s above 20 dB to
improve multi-look imagery.
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Fig. 24. Improvement in SNR for the “Isotopes” MTI image using three frames
at −15◦, 0◦,+15◦, with noise, δ = 0.

X. ATMOSPHERIC AND BRDF EFFECTS

Several pre-processing steps can improve the results of res-
olution enhancement algorithms when applied to multi-angle,
remotely-sensed images. The pre-processing issues considered
here include atmospheric correction and directional reflectance
properties of materials. The effects of the atmosphere ideally
should be removed from the multi-angle satellite images before
fusing them because the path length from the sensor to the sur-
face of the earth becomes larger with increasing angles with
respect to nadir, and the sun’s position is different from one im-
age to another. For small angles and short times between subse-
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Fig. 25. Improvement in SNR for the “Isotopes” MTI image using three frames
at −15◦, 0◦,+15◦, with noise, δ = cσv , c = 1.

quent images, atmospheric effects may not change dramatically
and could be neglected. However, removing the atmospheric ef-
fects allows a retrieval of ground reflectance, which is needed
for another pre-processing step: bidirectional reflectance distri-
bution function correction.

In this section, the “Isotopes” MTI image is used to generate
multi-angle datasets with BRDF or atmospheric effects. The
upwelled radiance, also called the path radiance, is modeled to
determine how it affects the resolution enhancement of multi-
angle imagery. In a separate simulation, the grass lawn of the
baseball field in the “Isotopes” image is altered to simulate the
effect of BRDF with changing view angle. A radiative trans-
fer code is normally used to model path radiance. However,
with some reasonable assumptions, a very simple model of at-
mospheric path radiance may be formed. Assuming a sensor
view angle of no greater than 60◦ and a thin atmosphere, the
optical depth as a function of the angle may be considered to
be directly proportional to the increase in path length ( [38], p.
105):

δ(θ) ∝ sec θ. (20)

An estimate of the path radiance at nadir, Lp(0), may be found
by measuring the pixel value in an area of dark vegetation, such
as the baseball field in the “Isotopes” image. An off-nadir im-
age at view angle θ with atmospheric path radiance effects is
then simulated by adding a constant off-nadir path radiance
value,Lp(θ), to all pixels in the original image prior to applying
the projective transform and downsampling steps:

Lp(θ) = Lp(0) ∗ (sec θ − 1.0). (21)

The “Isotopes” image with modeled path radiance is shown in
Fig. 26, using look angles of θ = −50◦, 0◦,+50◦. The off-
nadir images are brighter due to the increased upwelled radi-
ance at the longer off-nadir path length. If the POCS algorithm
is applied to the uncorrected data set, the algorithm diverges,
as shown in Fig. 27, resulting in an unacceptable “speckled”
HR estimate. Uncorrected three-look data sets are formed for
various off-nadir angles to determine at what angle the POCS
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Fig. 26. The original “Isotopes” MTI image (upper left) and the three-look
images with modeled atmospheric path radiance (upper right at −50◦, lower
left at 0◦, and lower right at +50◦).

algorithm diverges if given data that has not had atmospheric
correction applied. Compared to the ISNR values for three-look
imagery without modeling path radiance, the ISNR values are
approximately 1.1 dB lower. Imagery at θ > 40◦ begins to pose
a problem for POCS for this dataset. After a few iterations, the
inconsistent LR data causes ringing in the HR estimate. It may
be concluded that atmospheric correction is needed when the
LR frames are acquired at θ > 40◦ to ensure convergence of the
algorithm under thin atmosphere conditions. For larger optical
depths, atmospheric correction is required for even smaller off-
nadir angles. Assuming the off-nadir path radiance is constant
over the image, it is straightforward to pre-correct the imagery
by subtracting the bias due to atmospheric path radiance even if
the off-nadir angles are not known. Alternatively, the contrast
of the LR frames could be matched using histogram equaliza-
tion. The HR estimate with the atmospheric term subtracted for
the θ = −50◦, 0◦,+50◦ three-look imagery is shown in Fig. 28.
The final ISNR is 2.79 dB with the correction. For comparison,
without correcting the atmospheric path radiance, the ISNR is
2.07 dB. Thus, the bias subtraction improves the HR estimate
by 0.72 dB. The simple bias removal is therefore an effective
method to ensure that the LR frames are “consistent,” as long
as one can assume that the atmospheric path radiance is con-
stant over the entire image, and if the enhanced HR image is
going to be used for visual interpretation rather than to derive
secondary remote sensing products. The best correction when
physical units are needed is to model the atmosphere with a
radiative transfer code.

Next, the effects of directional reflectance are examined. The
test image contains a baseball field that is composed of grass
turf. To simulate the effect of BRDF on the resolution enhance-
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Fig. 27. The HR estimate for θ = −50◦, 0◦,+50◦ without atmospheric
correction. The different contrast in the LR frames prevents POCS from giving
good results. The ISNR is 2.07 dB.
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Fig. 28. The HR estimate with the bias subtracted from the LR frames to
compensate for off-nadir atmospheric path radiance. The pixels in the baseball
field no longer look speckle; some artifacts remain due to the large off-nadir
imagery at ±50◦. The ISNR is 2.79 dB here, an improvement of 0.72 dB over
the uncorrected case.

ment, the pixels composing the field are scaled to simulate the
change in radiance expected at off-nadir angles. The simulated
BRDF-scaled images are input to the POCS algorithm and the
ISNR is computed. The BRDF scaling used is taken from a
study by Sandmeier, et al. [39] that measured the reflectance
of a grass lawn in the laboratory using a transportable field go-
niometer (FIGOS). The data were provided in a graph of bidi-
rectional reflectance factor (BRF) versus view zenith angle; for
this experiment, the values were measured from the graph and
stored in a lookup table of BRF vs. angle, so the values are ap-
proximate. The BRF R is the ratio of the reflected energy from
a material of interest to the energy that is reflected from an ideal
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Lambertian surface. A Lambertian surface is one that reflects
energy equally in all directions, or

Lreflected =
ρEincident
π

, (22)

where L is radiance in Watts/m2/sr, E is the incident irradiance
from the sun, and ρ is the reflectance. The BRF is given by

R = πfr =
Φsample
Φlambertian

. (23)

To scale the grass baseball field pixels to model BRDF effects,
the BRF at the view angle of an off-nadir image is found in the
lookup table, then the BRF at nadir is found. The ratio of the
BRFs provides the scale factor for the grass pixels:

Φsample(θo) =
R(θo)

R(θn)
Φsample(θn). (24)

The ISNR curves for the three-look imagery with uncor-
rected BRDF effects are shown in Fig. 29. For θ > 20◦,
the POCS algorithm starts to diverge. Note that BRDF results
will vary depending on the type and amount of non-Lambertian
material. However, these results indicate that if highly non-
Lambertian materials are in the scene that is to be resolution-
enhanced, then BRDF correction may be necessary.
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Fig. 29. The ISNR for three-look imagery with uncorrected BRDF effects,
using different off-nadir angles.

XI. CONCLUSIONS

To do resolution enhancement, the sensor should be config-
ured to acquire imagery at symmetric view angles in order to
collect as many images as possible, as close to nadir as possi-
ble, within as short a time as possible. Practical constraints on
the number of images that may be acquired during one overpass
limit the resolution improvement that is possible for remotely-
sensed imagery. Images acquired too far off-nadir can lead to
divergence of the POCS algorithm. For the simulated images
here, using views farther than 48◦ off-nadir were counterpro-
ductive for this reason. From the simulations here, three sym-
metric LR frames can improve the imagery by 7.5 dB when re-
stored on a grid twice the size of the LR frames. Seven images

can provide an improvement in SNR of 9.5 dB. Using more
than seven asymmetric frames did not improve the ISNR re-
sults. Misregistration and observation noise both reduce the ef-
fectiveness of the POCS resolution enhancement algorithm. For
the data here, a misregistration of 0.2 pixels gave a peak ISNR
of 5.4 dB, 2.2 dB lower than the perfectly registered case. How-
ever, edge details such as divided roadways are still visible after
enhancing the misregistered imagery. Therefore a misregistra-
tion up to 0.2 pixels appears to be acceptable for combining
three-look images. For the simulations here, noisy three-look
imagery with a 20 dB or greater SNR were enhanced by an
ISNR of 5 dB or greater. Atmospheric and BRDF effects also
should be considered when combining multi-angle images. At-
mospheric correction is needed when θ > 40◦, and directional
reflectance prevents convergence of POCS when θ > 20◦.
These results indicate that the LR frames should be acquired
at small angles, or θ ≤ 20◦. The MTI instrument as currently
configured acquires two images 55 degrees apart; currently, we
do not have multi-angle single-pass imagery that could be com-
bined using the POCS method described here. Nonetheless, the
technique of combining multi-angle imagery to enhance spatial
resolution is promising for future pointable, multi-look imaging
systems like MTI, if care is taken to design the satellite for fast,
multiple image acquisition and accurate spatial registration.
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