ABSTRACT

A VLSI design methodology is proposed for the efficient generation of multiple pseudo-random number sequences based on a simplification of Cauwenberghs’ counter-propagation technique. We demonstrate that the counter-propagation of two sequences can be replaced by one propagating and one non-propagating sequence, requiring as few as half the number of flipflops, while still allowing new circuits to be added to the system without additional calculations – there is no need to keep track of random starting values, tap combinations, or time shifts. Moreover we extend our method from multiple bit sequences to multiple random number sequences that are uniformly distributed over any range of integers. In particular we address the more general problem of generating sequences over the range \([0, K]\), where \(K + 1\) is any desired integer, including a power of two or a prime number. To this end we demonstrate that the simple concatenation of random bits to form random bytes is a special case of a more general concept whereby random integers distributed over prime number ranges are concatenated to form random integers distributed over any range. We find that the proposed design compares favorably with design strategies based on cellular automata, both in terms of statistical properties and implementation efficiencies.
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1 INTRODUCTION

Inserting small random number generators into hardware has a wide variety of potential applications, such as the computational elements of artificial neural networks [1][2]. The methodology presented in this paper was originally developed for stochastic computing, a technique that provides very low computation hardware area, fault tolerance, and efficient hardware implementations for high clock rates. Consider a generalized digital-to-stochastic converter consisting of a register containing the input $X_n$, a pseudo-random number generator producing $R_n$, and a comparator, as described in [3][4][5] and shown in Fig. 1.

![Fig. 1. In a digital-to-stochastic converter the digital input is compared to a uniformly distributed sequence to generate a Bernoulli sequence.](image)

If $X_n$ is restricted to $0 \leq X_n \leq K$ and $R_n$ is uniformly distributed over the same range, then $Y_n$ is a Bernoulli random variable with $P\{Y_n = 1\} = X_n/K$. The Bernoulli sequence $\{Y_n\}$ thus represents the value of $X_n/K$ as a stochastic code, where the constant $K$ is an important designer-specified parameter. In IIR filters, for example, the range of the random number distribution $[0,K]$ controls the width of the passband [6].

Stochastic computing has been successfully applied to artificial neural networks by using large numbers of these relatively simple computing elements [1]. Multiple circuits, each with an independent source of random numbers, are used to create a massively parallel system. This often requires separate pseudo-random number generators (PRNGs) for each circuit, so that a large amount of silicon area is consumed by random number production. Moreover, to ensure that the numbers are statistically uncorrelated, each PRNG must be designed using a different algorithm or a different starting value. This adds complexity to the design and increases the size of hardware implementations.

Where the numbers being produced are uniformly distributed over a range $[0,K]$, where $K+1$ is a power of two, Hortensius et al. have shown that a cellular automata-based approach has far better randomness characteristics than using the bits of a single linear feedback shift register (LFSR)
in parallel [7]. According to this method, numbers are represented as collections of single-bit cells. A cell’s value is determined by its previous value and the previous values of nearby cells.

Alspector et al. propose an alternative, LFSR-based approach [1]. Also called Tausworthe generators, linear feedback shift registers have been shown to have useful theoretical properties [8] and combined LFSR generators have additional advantages [9]. In particular they have very long periods. Alspector et al. create multiple random bit sequences from a single LFSR by tapping into the shift register. Three taps are added together modulo-2 to produce identical sequences shifted in time by an amount that can be calculated, with different tap combinations resulting in different time shifts. Although the resulting bit patterns are the same, the time shifts between them are designed to be long enough so that they are effectively uncorrelated. In accordance with their methodology, the designer solves a set of equations to determine the time shift produced by each possible combination of 3 taps. A set of tap combinations is then selected to ensure that the time shifts between bit sequences are sufficient.

Alspector’s method enables the system to use only one random bit generator, but numerous taps must be routed throughout the system, resulting in circuits that are difficult to interconnect efficiently in VLSI. Moreover, the requirement to compute and select the time shift for each individual circuit is administratively tedious - the designer must choose a new time shift whenever a new circuit is added to the system. Saarinen et al. review other methods of generating time-shifted sequences, but note that an optimum method of dealing with the complexity of the problem has not yet been developed [10].

Cauwenberghs developed a simplified scheme using counter-propagating linear feedback shift registers. The generated bit sequences are obtained from the XOR of the parallel outputs of two counter-propagating shift registers driven by different primitive polynomials. This technique drastically reduces the implementation complexity and routing requirements of Alspector’s approach and has been used successfully in analog neural networks [2].

In this paper we propose a methodology based on a simplification of Cauwenberghs’ technique. We demonstrate that the counter-propagation of two sequences can be replaced by one propagating and one non-propagating sequence, requiring as few as half the number of flipflops, depending on fanout constraints, while still allowing new circuits to be added to the system without additional calculations – there is no need to keep track of random starting values, tap combinations, or time shifts. Moreover we extend our method from multiple bit sequences to multiple random number sequences that are uniformly distributed over any range of integers. In particular we address the more general problem of generating sequences over the range \([0, K]\), where \(K + 1\) is any desired
integer, including a power of two or a prime number. To this end we demonstrate that the simple concatenation of random bits to form random bytes is a special case of a more general concept whereby random integers distributed over prime number ranges are concatenated to form random integers distributed over any range.

The paper is organized as follows. In Section 2 we describe the mathematical basis for our methodology. In Section 3 the generation of parallel bit sequences is presented. Section 4 extends these techniques to the generation of parallel sequences uniformly distributed over any integer range. Section 5 computes the number of logic gates needed by the system as a function of the desired distribution range as compared to other methods. Experimental results are presented in Section 6. Section 7 concludes this work.

2 MATHEMATICAL PRELIMINARIES

In this section we prove two theorems that will be used in later sections to propose a memory-efficient alternative to counter-propagation. These theorems, which are an extension of the concepts introduced by Fillmore and Marx [11], apply to the generation of random numbers over a range \([0, K]\), where \(K + 1\) is a prime number, including random bit generation where \(K + 1 = 2\). In this section we also introduce a third theorem that will be used to extend the design methodology to random numbers uniformly distributed over any range of integers.

DEFINITION 1. A sequence \(v\), composed of elements \(v_0, v_1, v_2, \ldots\) is called a linear recursive sequence over the field \(F\) if there exist \(c_1, c_2, \ldots, c_m\) in \(F\) such that

\[
 v_{n+m} = \sum_{i=1}^{m} c_i v_{n+m-i} \tag{2.1}
\]

for every integer \(n \geq 0\).

DEFINITION 2. The shift operator \(\sigma\) is defined for the sequence \(v\) by \(\sigma v = w\), where \(w_n = v_{n+1}\) for \(n \geq 0\).

We will use \(\sigma^k\) to denote \(k\) applications of the shift operator so that if \(\sigma^k v = w\) then \(w_n = v_{n+k}\).

We will use \(\sigma^{-k} v = w\) as a notation for \(\sigma^k w = v\).
DEFINITION 3. A characteristic polynomial in $x$ over $F$ is defined as

$$f(x) \equiv x^m - \sum_{i=1}^{m} c_i x^{m-i} \quad (2.2)$$

In this context $m$ is called the degree of $f(x)$. The sequence $v$ is said to satisfy the recursion associated with $f(x)$.

PROPOSITION 1. A linear recursive sequence $v$ satisfies $f(x)$ if and only if $f(\sigma)v = 0$.

Proof: If the linear recursive sequence $v$ satisfies the characteristic polynomial $f(x)$ corresponding to

$$v_{n+m} = \sum_{i=1}^{m} c_i v_{n+m-i} \quad (2.3)$$

then

$$v_{n+m} - \sum_{i=1}^{m} c_i v_{n+m-i} = 0 \quad (2.4)$$

and thus

$$0 = \sigma^m v - \sum_{i=1}^{m} c_i \sigma^{m-i} v$$

$$= \left( \sigma^m - \sum_{i=1}^{m} c_i \sigma^{m-i} \right) v$$

$$= f(\sigma)v \quad (2.5)$$

The reverse of these steps is also true, so we conclude that the linear recursive sequence $v$ satisfies the characteristic polynomial $f(x)$ if and only if $f(\sigma)v = 0$.

PROPOSITION 2. If $u = \sigma^m v + \sigma^k w$, where $v$ and $w$ satisfy the polynomials $f(x)$ and $g(x)$, respectively, then $u$ satisfies $f(x)g(x)$.

Proof: Let $u = \sigma^m v + \sigma^k w$, then since operations are always commutative in a field we can write
\[ f(\sigma)g(\sigma)u = f(\sigma)g(\sigma)\sigma^m v + f(\sigma)g(\sigma)\sigma^k w \]
\[ = g(\sigma)\sigma^m f(\sigma)v + f(\sigma)\sigma^k g(\sigma)w \]
\[ = 0 \quad (2.6) \]

Thus \( f(\sigma)g(\sigma)u = 0 \) and \( u \) satisfies \( f(x)g(x) \) by Proposition 1.

**DEFINITION 4.** A polynomial \( f(x) \) is called *irreducible* if its only divisor is itself and the unit polynomial \( g(x) = 1 \).

**DEFINITION 5.** An irreducible polynomial \( f(x) \) of degree \( m \) over the finite field \( F \) of \( q \) elements is called *primitive* if the period of the sequence it generates is equal to \( q^m - 1 \). The resulting sequence is known as an *m-sequence*.

**PROPOSITION 3.** Suppose \( v \) and \( w \) are non-zero linear recursive sequences with periods \( M \) and \( N \), respectively. If the polynomials of the recursions of these sequences are relatively prime, then \( u \equiv v + w \) has a period equal to the least common multiple of \( M \) and \( N \). (A proof of this proposition is found in [11].)

**LEMMA 1:** Let \( v \) and \( w \) be non-zero linear recursive sequences and let the polynomials of the recursions of these sequences be different and primitive. Then \( u \equiv v + w \) has a period equal to the least common multiple of \( q^m - 1 \) and \( q^n - 1 \), where \( m \) and \( n \) are the degrees of the polynomials of \( v \) and \( w \), respectively.

**Proof:** This is a direct result of Definition 5 and Proposition 3.

**THEOREM 1.** For the finite field \( F \) of \( q \) elements let \( v \) and \( w \) be linear recursive sequences satisfying the different primitive polynomials \( f(x) \) and \( g(x) \) of degrees \( m \) and \( n \). Then, for any time shift \( k \), the sequence \( u \equiv v + \sigma^k w \) is periodic with a period equal to the least common multiple of \( q^m - 1 \) and \( q^n - 1 \).
Proof: If $w$ is a non-zero linear recursive sequence that satisfies a polynomial that is primitive, then the sequence $\sigma^k w$ satisfies the same polynomial. Therefore, as a direct result of Lemma 1, $u \equiv v + \sigma^k w$ has a period equal to the least common multiple of $q^m - 1$ and $q^n - 1$ for any integer $k$.

THEOREM 2. For the finite field $F$ of $q$ elements let $v$ and $w$ be non-zero linear recursive sequences satisfying the different primitive polynomials $f(x)$ and $g(x)$ of degrees $m_1$ and $m_2$ where $m_1 > 1$ and $m_2 > 1$. Let $M$ be the period of $v$ and $N$ be the period of $w$ and let $M$ and $N$ be relatively prime. Consider the two sequences $u(l) \equiv v + \sigma^k w$ and $u(2) \equiv v + \sigma^k w$, where $1 \leq k_1 - k_2 < M < N$. Then $u(l) = \sigma^p u(2)$, where $|p| \geq M$.

Proof: According to Proposition 2, the sequences $u(l)$ and $u(2)$ both satisfy $f(x)g(x)$, which is of degree $m = m_1 + m_2$. Let

$$f(x)g(x) = x^m - \sum_{i=1}^{m} c_i x^{m-i} \quad (2.7)$$

Then

$$u(l)_{n+m} = \sum_{i=1}^{m} c_i u(l)_{n+m-i} \quad (2.8)$$

and

$$u(2)_{n+m} = \sum_{i=1}^{m} c_i u(2)_{n+m-i} \quad (2.9)$$

It is clear from the summations that all of the subsequent elements of a sequence can be determined by any $m$ consecutive elements the sequence. If there exists even one value of $n$ such that $u(2)_{n+m-i} = u(1)_{n+m-i+p}$ for all $i$, $1 \leq i \leq m$ then

$$u(2)_{n+m} = \sum_{i=1}^{m} c_i u(l)_{n+m-i+p} \quad (2.10)$$

i.e. $u(2)$ is the sequence $u(l)$ shifted by $p$. Both $u(l)$ and $u(2)$ are of length $(q^{m_1} - 1)(q^{m_2} - 1)$. If none of the $m$-length subsequences in $u(l)$ and $u(2)$ are the same then there exist at least
$2(q^{m_1} - 1)(q^{m_2} - 1)$ unique $m$-length subsequences. But only $q^m - 1$ unique $m$-length subsequences exist. Since $2(q^{m_1} - 1)(q^{m_2} - 1) > q^m - 1$ then at least one of the $m$-length subsequences of $u(1)$ is identical to a subsequence in $u(2)$ so that a value of $p$ exists such that $u(1) = \sigma^p u(2)$. This means $v + \sigma^k w = \sigma^p v + \sigma^{p+k_2} w$. From this we infer that $v = \sigma^p v$ and $\sigma^k w = \sigma^{p+k_2} w$ and therefore conclude

$$p \mod M = 0$$  \hspace{1cm} (2.11)

(We use $a \mod b$ to denote “$a$ modulo $b$”, i.e. the remainder resulting from the integer division of $a$ by $b$. ) It also means $k_1 \mod N = (p + k_2) \mod N$. Thus since $k_1 \neq k_2$ then

$$p \neq 0$$  \hspace{1cm} (2.12)

From (2.11) and (2.12) we conclude that $|p| \geq M$. Therefore $u(1)$ and $u(2)$ will be the same sequence shifted by an amount greater than or equal to $M$.

Another way to view these concepts is to consider $v + w$ to be a sequence with period $MN$. This represents a concatenation of $N$ different subsequences of length $M$. Then all the different sequences of the form $u = v + \sigma^k w$ correspond to these different subsequences.

The next theorem will later be used to demonstrate that the concatenation of random bits to form numbers distributed over ranges equal to a power of two represents a special case of a more generalized approach in which the range can be any positive integer.

THEOREM 3. For every integer $K > 1$ there exists a set of prime numbers $q_1, ..., q_M$, unique except for order, where $q_1 q_2 ... q_M = K + 1$, such that if $r_i$ is uniformly distributed over the set of integers $\{0, ..., q_i - 1\}$ for all $i, 1 \leq i \leq M$, then the sum

$$\rho = r_1 + r_2 q_1 + r_3 q_1 q_2 + ... + r_M q_1 q_2 ... q_{M-1}$$  \hspace{1cm} (2.13)

is uniformly distributed over the set of integers $\{0, ..., K\}$. (A proof of this theorem is found in [12].)

3 GENERATING SEQUENCES DISTRIBUTED OVER A PRIME RANGE

Using the methodology of the proof to Theorem 2 we can show that one of the propagating sequences of the counter-propagation method, as shown in Fig. 2, can be replaced by a non-propagating sequence with negligible effect on the guaranteed time shift between output sequences. This cuts in half the number of flipflops required.
When both sequences propagate, moving from one output sequence to another results in a positive time shift of one input sequence and a negative time shift of the other. Let \( u(1) \equiv v + w \) and \( u(2) \equiv \sigma^k v + \sigma^k w \) represent two output sequences separated by \( k \). The signs of the shift operator reflect that the input sequences are counter-propagating. Without loss of generality, let \( 0 < 2k < M < N \), where \( M \) and \( N \) are the periods of \( v \) and \( w \), respectively. Since \( \sigma^k u(2) = v + \sigma^{2k} w \) then by Theorem 2, \( \sigma^k u(2) = \sigma^p u(1) \) where \( |p| \geq M \). This means \( u(2) = \sigma^{p-k} u(1) \) where \( |p-k| \geq M - k \). Therefore \( u(1) \) and \( u(2) \) will be the same sequence shifted by an amount greater than or equal to \( M - k \).

![Fig. 2. The counter-propagation of two input sequences creates output sequences that are identical to each other but shifted substantially in time.](image)

Our system for generating random sequences uniformly distributed over a prime-number range using only half the number of flipflops (excluding fanout considerations) is depicted in Fig. 3. This is the second of \( L \) circuits needing random sequences, as shown in Fig. 4. A non-propagating sequence \( R \) is generated with characteristic polynomial \( f_R(x) \) and period \( M \). A second, propagating sequence \( S \) is generated with characteristic polynomial \( f_S(x) \) and period \( N \). The polynomials are different and primitive. The designer assumes an upper bound \( N_{\text{max}} \) on the total number of random sequences that the system may need, taking into account any additional circuits that may be added in the future. Then the characteristic polynomials are selected so that \( N > M > N_{\text{max}} \). Good randomness properties dictate that, even for very large systems, \( M \) and \( N \) will generally be orders of magnitude larger than \( N_{\text{max}} \) and, as will be shown, the circuit area per random number generator increases at a rate of only \( O(\log M) + O(\log N) \).
Each circuit delays the propagating sequence $S$ by one clock cycle for every random sequence $\{b(m)_n\}$ that it needs, where $m$ identifies the particular sequence. It generates these sequences by the modulo-$q$ addition (an XOR gate for $q = 2$) of $R_n$ and $S_{n-m}$, where the latter is delayed by one clock cycle from where it was used to generate the previous sequence.

The system is therefore characterized by two pseudo-random sequence generators that supply a daisy chain of client circuits. Circuits can be added to the system by inserting them anywhere in the daisy chain. Moreover, an individual circuit can be modified in a way that demands a greater number of random sequences without having to modify the system architecture.

4 GENERATING SEQUENCES OVER AN ARBITRARY RANGE

Linear feedback shift registers used to generate random bits are commonly known. A more general LFSR for any prime range is shown in Fig. 5.
A linear feedback shift register (LFSR) with two taps can be used to generate pseudo-random sequences uniformly distributed over a range \([0,q-1]\), where \(q\) is any prime number.

Each signal denotes a sufficient number of bits to represent the sequence’s maximum value \(q-1\). Both the output and the input to the shift register result from the mod- \(q\) addition

\[
r = a \sigma^{-L} r \oplus b \sigma^{-\lambda} r
\]

where \(L\) is the length of the shift register and \(\lambda\) is a fixed tap such that \(1 \leq \lambda < L\). The coefficients \(a\) and \(b\) are determined by a primitive polynomial. More than two taps can also be used. As was the case for random bit generation, a list of appropriate polynomials is widely available and found, for example, in [13] and [14]. For \(q = 2\) the tap coefficients are \(a = b = 1\). Otherwise \(1 \leq a, b < q\) according to the selected polynomial. Moreover, \(a\) and \(b\) are not necessarily the same as the polynomial coefficients. A procedure for computing the tap coefficients from the characteristic polynomial when \(q > 2\) is described in [12].

Relying on Theorem 3, we create a random sequence \(\rho\) that is uniformly distributed over \([0,K]\), where \(K\) is any integer greater than one, by factoring \(K+1\) into its unique primes \(K+1 = q_1...q_M\). We then generate \(M\) independent, random sequences \(r_i\) uniformly distributed over \(0 \leq r_i < q_i\), \(1 \leq i \leq M\), and concatenate them by relation (2.13). Two LFSR circuits for each unique value of \(q_i\) are needed for the entire system, each having a different random sequence length. They generate the two input sequences shown in Fig. 4.

The input sequences are not used directly. Instead a new random sequence is generated by their modulo- \(q_i\) addition, where one input sequence is delayed by 1 clock cycle from where it was last used. The sequence \(r_i\) thus refers to an independent sequence uniformly distributed over \([0,q_i-1]\) that is used at only one location in the circuit.
The desired sequence $\rho$ is generated by (2.13). One can observe that multiplication by $q_1$ occurs in $M-1$ terms, whereas multiplication by $q_M$ never occurs. Since a multiplication by a power of two can be efficiently implemented in VLSI, we choose to order the prime factors such that $q_1 \leq q_2 \leq \ldots \leq q_M$. If $K+1$ is equal to a power of two, then $q_1 = \ldots = q_M = 2$ and equation (2.13) reduces to

$$\rho = \sum_{i=1}^{M} r_i (2)^{i-1}$$

(4.2)

where each $r_i$ is an independent random bit sequence. Note that if the periods of the bit sequences $r_i$ are identical then $\rho$ has this same period. The summation is achieved without logic by simply ordering the random bits from the least significant to the most significant. Thus the well-known technique of concatenating random bits to form random numbers is a special case of the more generalized method used here. The summation can also be performed without additional logic if $K+1 = (2^{M-1}) q_M$, where $q_M > 2$. In this case equation (4.2) remains unchanged. If, on the other hand, $K+1 = (2^{M-2}) q_{M-1} q_M$, where $2 < q_{M-1} \leq q_M$, then

$$\rho = \sum_{i=1}^{M-1} r_i (2)^{i-1} + r_M (2)^{M-2} q_{M-1}$$

(4.3)

The multiplication by $q_{M-1}$, fortunately a constant value, requires additional logic. Obviously if many of the prime number factors are not equal to 2, then significant additional circuitry may be required.

As an illustrative example, Fig. 6 shows a gaming system comprised of multiple circuits, each selecting playing cards at random from a deck of 52 cards. Every clock cycle each circuit selects a new card (pseudo-) independently of the cards it selected previously and independently of its neighboring circuits. Since $52 = (2)(2)(13)$, there are only two unique primes: 2 and 13.
Fig. 6. A system of pseudo-independent circuits, each randomly selecting one of 52 cards, is constructed using only 4 LFSRs.

Thus only 4 LFSRs are required for the entire system, two that generate the random number sequences $R(1)$ and $S(1)$, each uniformly distributed over the range $[0, 12]$, and two that generate the random bit sequences $R(2)$ and $S(2)$. Fig. 7 shows how an individual circuit creates the desired output sequence uniformly distributed over $[0, 51]$.

From the input sequences it generates two shifted bit sequences and one shifted sequence distributed over the range $[0, 12]$. These sequences are concatenated according to equation (2.13), where $q_1 = q_2 = 2$. Because only the largest prime $q_3 = 13$ is not equal to two, the concatenation for this case is trivial and requires no circuit logic. It merely assigns the random bits to the least significant bits of the result and assigns the bits of the sequence distributed over $[0, 12]$ to the most significant bits of the result.
Fig. 7. A number uniformly distributed over the range \([0, 51]\) is constructed from the concatenation of a random number distributed over \([0, 12]\) and two random bits. The “next least bit” refers to the bit next to the least significant bit.

5 CIRCUIT SIZE

In stochastic computing applications the number of logic gates consumed by random number generation can easily exceed the number of gates used in arithmetic operations. It is important, therefore, to be able to quantify the size of random number generation at the circuit level.

The number of logic gates needed to create a random sequence varies depending on the range of the sequence. The least number of logic gates are required when as many of the prime factors as possible are equal to 2. To generate a sequence over \([0, 255]\), for example, requires only eight XOR gates and eight flipflops. This compares to eight XOR gates and 16 flipflops for Cauwenberghs’ technique and 24 XOR gates but zero flipflops for Alspector’s. (While we include Alspector’s technique here for size comparison, it has significant additional routing and implementation constraints, as noted in Section 1.) More generally, to create an independent pseudo-random sequence that is uniformly distributed over \([0, K]\), where \(K + 1 = q_1 \ldots q_M\), requires a modulo-\(q_i\) adder for each \(i\), \(1 \leq i \leq M\). The total number of flipflops needed is

\[
\sum_{i=1}^{M} \left\lceil \log_2(q_i) \right\rceil
\]

(5.1)

This compares to the same number of adders but twice the number of flipflops for Cauwenberghs’ method [2], triple the number of adders but zero flipflops for Alspector’s [1].
For sequences uniformly distributed over ranges that are not a power of two, additional logic elements for multiplication are required if \( q_i > 2 \), for any \( i < M \). For example, if \( q_{M-1} = 3 \) and \( q_M = 5 \) then we need to compute the product \( 3r_M \) where \( r_M = \{0,1,...,4\} \). Since the coefficient 3 is a fixed value, this multiplication would require only a lookup table with a 3-bit input to represent \( r_M \) and a 4-bit output to represent the product. These additional logic elements would also be needed to extend the Cauwenberghs and Alspector techniques to the generation of random integers over ranges that are not powers of two.

In addition to the circuit elements required for each independent random sequence, a pair of linear feedback shift registers is needed for each prime factor that is unique to the overall system. In contrast, Alspector’s technique requires only one LFSR per prime factor. For large systems, however, the number of logic gates used for these shift registers becomes insignificant compared to the total used to generate each independent random sequence.

An \( n \)-bit modulo \( m \) addition for \( n = \lceil \log_2 m \rceil \) can be viewed as a modulo \( m \) operation performed after the addition is done. Thus the modulo \( m \) addition follows:

\[
y = (x_1 + x_2) \mod m = \begin{cases} 
  x_1 + x_2, & \text{if } x_1 + x_2 < m \\
  x_1 + x_2 - m, & \text{if } x_1 + x_2 \geq m
\end{cases}
\]

(5.2)

Generally, two methods can be used to complete the above computation: 1) Compute the results of both \( x_1 + x_2 \) and \( x_1 + x_2 - m \), then select the correct result of modulo \( m \) addition from them. 2) Use a correction table to correct the addition \( x_1 + x_2 \) to the result \( (x_1 + x_2) \mod m \).

In the first method, two \( n \)-bit adders are used; the first adder computes \( x_1 + x_2 - m \), while the second adder computes \( x_1 + x_2 \). The carry bit generated from the second adder indicates whether or not \( x_1 + x_2 \) is greater than \( m \) (Fig. 8). A multiplexer, controlled by the carry, selects the correct output.

Fig. 8. A modulo adder can be constructed from two adders and a multiplexer.
In the second method, a lookup table is used to replace the first \( n \)-bit adder and the multiplexer in the first method (Fig. 9). When the lookup table in the ROM is small, i.e. when the modulus \( m \) is small, the second method can have better performance than the first method for fast table lookup.

![Diagram of ADD and ROM with addresses and data](https://via.placeholder.com/150)

Fig. 9. A lookup table can be used when the modulus is small.

However, for an \( n \)-bit modulo addition the second method requires a \( 2^n \)-entry ROM with \( n \) bits for each entry. The hardware consumption for the lookup table is thus much greater than the first method when the size of the modulus is large. When this is the case the first method is the preferred implementation.

The ultimate circuit size achieved in practice will also depend on fanout considerations that affect the non-propagating sequence. As with any circuit affected by fanout, the traditional solution is to divide the circuit into smaller subcircuits and connect them together. If, for example, a non-propagating bit sequence needs to be divided into two subsequences because of fanout limitations, then two additional flipflops would be connected to the output of the non-propagating sequence’s LFSR. Their outputs would separately drive the two subcircuits.

In a cellular automaton (CA) the next value of a cell is determined by its current value and the current values of its neighbors. If the output of every cell is used then the number of flipflops needed is the same as for our propagating LFSR technique. Often, however, CA sites are skipped to improve statistical performance, increasing the number of flipflops required. For a CA rule 90 cell the next value is the modulo-2 sum of two of its neighbors, which requires the same number of adders as for the propagating LFSR. A system made solely of rule 90 cells has poor statistical properties, however [7]. A rule 30 cell requires an additional OR gate and a rule 150 cell requires an additional modulo-2 adder. (Rules 30, 90, and 150 are explained in Section 6.) By their nature circuits based on cellular automata do not suffer from fanout constraints.
6 ASSESSING THE RANDOMNESS OF THE BITS

For an ideal ensemble of random bit generators in a circuit, every bit should be independent, both of the bits that came before it and of the bits produced by the other generators. While it is impossible to exhaustively identify whether sequences are truly random (indeed, we know that they are not), statistical tests have been developed to assess the relative irregularity of sequences of numbers or bits [15][16][17]. We have performed statistical tests to show that the bit generators proposed here are approximately random and to provide some comparisons with alternative random bit generators, including cellular automata [7] and counter-propagating LFSR sequences [2]. Our aim is not so much to tease out the most subtle correlations which are inevitably present with small generators, as it is to demonstrate that it is practical to obtain many simultaneous bitstreams, each of which is (approximately) random and all of which are (approximately) independent each other.

6.1 Statistical tests of randomness

In what follows, let \( b(m) \) denote the bit sequence from the \( m \)th generator, with \( b(m)_n \) the \( n \)th bit in that sequence. Many of the tests involve blocks of \( M \times N \) bits. The block at time \( t \) is the set of bits \( b(m)_n \) where \( 0 \leq m \leq M - 1 \) and \( t \leq n \leq t + N - 1 \). In general we do not use overlapping blocks in these tests. If the blocks are independent, the statistics are more straightforward.

**Equidistribution:** The simplest requirement for a random bit generator is that the same number of 0’s and 1’s are generated, on average. The \( \text{Eq-M} \times \text{N} \) test computes a histogram of the number of 1’s observed in a sequence of \( M \times N \) blocks, and performs a chi-squared test comparing that histogram to what is expected [17].

**Correlation:** A basic requirement for most applications is that random bit sequences \( p \) and \( q \) be uncorrelated: that is, the correlation \( C(p, q) = \frac{1}{T} \sum_{n=1}^{T} [p_n - \frac{1}{2}][q_n - \frac{1}{2}] \) should be statistically indistinguishable from zero. For truly uncorrelated sequences, \( C \) is distributed with mean zero and variance \( 1/T \). We will test for three kinds of correlations: \( \text{Corr-I} \times \text{N} \) is based on the autocorrelation from a single bit generator; that is, \( b(0) \) and \( \sigma' b(0) \) for \( 1 \leq t \leq N - 1 \). \( \text{Corr-M} \times \text{I} \) corresponds to “spatial correlation” between the sequences \( b(0) \) and \( b(m) \) for \( 1 \leq m \leq M - 1 \), and \( \text{Corr-M} \times \text{N} \) is the “spatio-temporal” correlation between sequences \( b(0) \) and \( \sigma' b(m) \) for \( 0 \leq t \leq N - 1 \) and \( 0 \leq m \leq M - 1 \) but not \( t = m = 0 \).

**Approximate Entropy:** An important measure of randomness is the predictability of a bit, given the bits that preceded it. The \( \text{ApEn-M} \times \text{N} \) statistic provides a measure of that predictability by
estimating the entropy difference between a block of $M \times N$ bits and an augmented block of $M \times (N+1)$ bits. The extra bit is spatially in the center of the block and temporally just after it. If that extra bit is truly random, then the entropy of the augmented block should be $\log(2)$ larger than the entropy of the $m$ bits. For a block of $M \times N$ bits, there are $2^{MN}$ patterns. If $\pi_i$ indicates the frequency of occurrence for the $i$th pattern, then $\Phi(m) = \sum_{i=0}^{2^{MN}-1} \pi_i \log \pi_i$ is the negative entropy associated with that block, and $n[\Phi(m) - \Phi(m+1) - \log 2]$ is a statistic which indicates whether the last bit is random with respect to the previous $m$ bits [17][18].

**Runs:** A “run” of bits is a subsequence in which all the bits have the same value. In the sequence 000110111, for example, there are four runs: 000, 11, 0, and 111. The runs statistic compares the number of runs in a long sequence with the expected number [17]. We apply the statistic to $M$ simultaneous sequences ($M$ odd) by combining the sequences to a single bit sequence. **Runs-M** refers to the same test applied to a bit sequence obtained by adding the $M$ sequences $b(0), ..., b(M-1)$, where $M$ is odd, and taking a 0 if the sum is less than $M/2$ and 1 if the sum is greater than $M/2$.

**Rank:** The rank test is based on the rank of a square matrix produced from the bits of the generator. The rank is equal to the number of linearly independent columns in the matrix, where the linear operators are defined in the modulo 2 algebra. For example the 3x3 matrix

\[
\begin{bmatrix}
1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

has rank two, because the first two columns are linearly independent, but the third column is the sum of the first two. **Rank-M×N** arranges the $MN$ bits in the $M \times N$ block into a square $k \times k$ matrix where $k = \sqrt{MN}$. In each case the number of matrices with rank $k$, $k-1$, and less than $k-1$, are tabulated and used in a statistic [17].

### 6.2 Pseudorandom bit generators

We will use the above tests to investigate the randomness of a few variants of our proposed random number generation scheme, as well as several random bit generators that have been proposed previously. We will in particular compare our generation method to four of the most successful CA based generators [7] and to the counter-propagating LFSR [2]. We did not consider the generators given by Alspector et al. [1] since each generator has to be hand-designed and large arrays of
simultaneous bitstreams are thus impractical. In general, we used small generators – both the CA-based and the LFSR-based random generators improve if larger variants are used.

In our proposed scheme, each generated bitstream is an XOR combination of two different LFSR generators. For our \textit{LFSR-prop} we used two base generators associated with the primitive polynomials $f(x) = x^{15} + x^1 + 1$ and $f(x) = x^{17} + x^3 + 1$, so that $R = \sigma^{-15}R \oplus \sigma^{-15+1}R$, $S = \sigma^{-17}S \oplus \sigma^{-17+3}S$, and the bitstream $b(m)$ is given by $R + \sigma^mS$. Here $R$ is the nonpropagating and $S$ is the propagating generator. The counter-propagating \textit{LFSR-counterprop} method that was introduced by Cawerberghs [2] differs from \textit{LFSR-prop} in that the $m$th bitstream is given by $b(m) = \sigma^{-m}R + \sigma^mS$.

Cellular automata methods have been investigated by Hortensius et al. [7]. Here the next bit of a bitstream $b(m)_{t+1}$ is given by a function of the three current bits $b(m-1)_t$, $b(m)_t$, and $b(m+1)_t$. \textit{CA-30} is a 30-bit wide CA based on CA rule 30, given by $b(m)_{t+1} = b(m-1)_t \oplus (b(m)_t \cup b(m+1)_t)$. To alleviate the local correlations, a “site spacing” scheme was introduced in Hortensius et al. [7]. Here, some number $\gamma$ of sites are skipped for each output bitstream. For the $\gamma = 4$ variant of \textit{CA-30}, which only has 30 sites to begin with, this leaves only six output bitstreams. In a hybrid CA, different bitstreams $m$ employ different rules. The hybrid CA’s generally produce better random bits than the pure CA’s, but they require much more careful design. The \textit{CA-hybrid} we investigate is the preferred hybrid in [7]. It uses rule 90, given by $b(m)_{t+1} = b(m-1)_t \oplus b(m+1)_t$, and rule 150, given by $b(m)_{t+1} = b(m-1)_t \oplus b(m)_t \oplus b(m+1)_t$.

In a hybrid CA, the pattern of alternation between the two rules must be determined in advance. For a CA with 28 bits, it turns out that the optimal pattern is simple alternation. We also consider \textit{CA-hybrid-B29}, which is the same alternating rule but with 29 bits. Simple alternation is not the best pattern for a 29 bit wide CA, and we find that this bit generator fails many of the tests. We also consider a $\gamma = 1$ version of the hybrid CA.

In all cases, we generated sequences of two million time-steps, but only kept the last million bits for testing. This represents the performance of bit generators after they have had a chance to “warm up.” We used three different random number seeds, and based on those seeds employed the minimal standard random number generator of Park and Miller [19] to initialize the various bit generators. Since our aim was to identify specific flaws in the generators, we considered a generator to fail a test only if failed two out of three runs. In practice we found that most of the time a generator would either pass all runs or fail all runs. Occasionally there would be one failure for a given test; which
could be due to a subtle weakness in the generator or because of an inevitable random fluctuation that will happen when so many different tests are applied.

Table 1 shows that none of the random bit generators passed all of the tests, and in particular the rank tests were most stringent. In short runs, without a “warm up” period, the CA-30 generator actually did better, but after a long transient time a trajectory was reached in which the statistical properties of the bits was poor. Experiments with larger CA-30 generators also showed better performance (results not shown).

We see that the CA generators, in general, have trouble with the ApEn tests and the Runs tests, although the $\gamma = 1$ variant of the hybrid CA did pass the Runs tests. The sensitivity of the hybrid CA to the details of its design is evident in the performance of the CA-hybrid-B29 generators, which was terrible. Adding another cell to an existing hybrid CA generator generally requires the reconstruction of the rule sequence for the entire system [7]. The propagating LFSR and non-hybrid CA generators have no such restriction, making them more suitable for systems that are designed as independent modules or that are frequently modified.

The LFSR tests were more robust to the ApEn and Runs tests, though the counter-propagating LFSR failed the ApEn-3x3 test.
<table>
<thead>
<tr>
<th></th>
<th>CA-30</th>
<th>CA-30, γ=4</th>
<th>CA-hybrid</th>
<th>CA-hybrid, γ=1</th>
<th>CA-hybrid-B29, γ=1</th>
<th>LFSR-counterprop</th>
<th>LFSR-prop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq-1x1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq-1x25</td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq-25x1</td>
<td>F</td>
<td>--</td>
<td>--</td>
<td>F*</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq-5x5</td>
<td>F</td>
<td></td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr-1x100</td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td>F*</td>
<td>F</td>
<td></td>
</tr>
<tr>
<td>Corr-100x1</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Corr-10x10</td>
<td>F</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>ApEn-1x5</td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>ApEn-5x1</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>ApEn-3x3</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>ApEn-5x2</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Rank-1x25</td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Rank-25x1</td>
<td>F</td>
<td>--</td>
<td>--</td>
<td>F</td>
<td>--</td>
<td>F*</td>
<td></td>
</tr>
<tr>
<td>Rank-3x3</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Rank-5x5</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Runs-1</td>
<td>F</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Runs-3</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Runs-7</td>
<td>F</td>
<td>--</td>
<td>F</td>
<td></td>
<td></td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

Table 1. Results of the application of a suite of statistical tests applied to a variety of random bit generators. The tests and the generators are described in the text. An ‘F’ indicates that the generator failed all three instances of the test, an ‘F*’ indicates failure in two out of three instances. The dash ‘—’ indicates that for the particular generator there are an insufficient number of bitstreams to perform the test.

7 CONCLUSIONS

In this paper we described a methodology for the generation of multiple random bit sequences that simplifies and generalizes Cauwenberghs’ counter-propagation algorithm [2]. We demonstrated
that the propagation of both sequences can be replaced by one propagating and one non-propagating sequence, thereby cutting the number of flipflops in half. Like counter-propagation, the proposed method reduces the routing requirements to only two 1-bit signals. It preserves the ability for new client circuits to be added to the system without additional calculations – there is no need to keep track of random starting values, tap combinations, or time shifts. The methodology was also extended to random number sequences uniformly distributed over the range of integers \([0, K]\), where \(K + 1\) need not be either prime or a power of two.
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