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Abstract. We propose two new algorithms – Spring-Based MinorMiner
(SPMM) and Clique-Based MinorMiner (CLMM) – which take as in-
put the connectivity graph of a Quadratic Unconstrained Binary Opti-
mization (QUBO) problem and produce as output an embedding of the
input graph on a host graph that models the topology of a quantum
computing device. As host graphs, we take the Chimera graph and the
Pegasus graph, which are the topology graphs of D-Wave’s 2000 qubit
(first introduced in 2017) and 5000 qubit (expected 2020) quantum an-
nealer devices, respectively. We evaluate our algorithms on a large set
of random graph QUBO inputs (Erdős-Rényi Gn,p, Barabási-Albert and
d-regular graphs) on both host topologies against other embedding algo-
rithms. For the Pegasus topology, we find that CLMM outperforms all
other algorithms at edge densities larger than 0.08, while SPMM wins
at edge densities smaller than 0.08 for Erdős-Rényi graphs, with very
similar transition densities for the other graph classes. Surprisingly, the
standard D-Wave MinorMiner embedding algorithm – while also getting
slightly outperformed by SPMM for sparse and very dense graphs on
Chimera – does not manage to extend its overall good performance on
Chimera to Pegasus as it fails to embed even medium-density graphs on
175–180 nodes which are known to have clique embeddings on Pegasus.

1 Introduction

Quantum annealers such as the D-Wave 2000Q offer high quality solutions to
hard optimization problems, and have a relatively large number of (currently
up to 2000) qubits, while the next-generation D-Wave Advantage (due in 2020)
will have more than 5000 qubits. Because of the technological challenges in con-
necting qubits, existing qubit connectivity topologies are far from the desirable
all-to-all topology, as a result limiting the sizes of the problems that can be solved
? Research presented in this article was supported by the Laboratory Directed Re-
search and Development program of Los Alamos National Laboratory under project
numbers 20180267ER / 20190065DR. Los Alamos report number LA-UR-20-22259.
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Embedding Method QUBO Class Host Graph

MinorMiner (MM) [9,13] Erdős-Rényi Gn,p Chimera C16
Layout-Aware MinorMiner (LAMM) [29,28] Barabási-Albert Pegasus P16
Spring-based MinorMiner (SPMM) random d-regular
Clique-based MinorMiner (CLMM)

Table 1. Study Parameters: We compare the performance of four embedding methods
for three different QUBO graphs on the two main D-Wave host graph topologies.

on these devices. In fact, the currently used Chimera has degree 6 [7], while the
Pegasus topology (available in 2020 with D-Wave Advantage) has degree 15 [5].
The programming model for the D-Wave quantum annealer consists of setting
the coefficients of a quadratic optimization function on binary variables (called a
Quadratic Unconstrained Binary Optimization (QUBO) problem) so that linear
terms map to qubits and quadratic terms map to couplers between the corre-
sponding qubits. In practical applications, we are given an input QUBO whose
set of linear and quadratic weights does not directly map onto the physical topol-
ogy of the D-Wave device, so we have to represent each variable by a set of qubits
(chain) and decide how to map variables onto chains. This problem is usually
modeled as a graph theoretic problem: Finding a minor embedding of the input
QUBO graph into an input topology host graph, a classical algorithmic problem
that is generally NP-hard [25]. The ability to embed practical QUBOs at larger
and larger size directly correlates to the success and operational applicability of
D-Wave devices when competing with classical devices.

In this paper, we propose and test two new embedding algorithms – Spring-
based MinorMiner (SPMM) and Clique-based MinorMiner (CLMM). We study
the performance of these algorithms as compared to two previously proposed
methods: MinorMiner (MM) [9,13] and a recent adaptation, Layout-Aware Mi-
norMiner (LAMM) [29,28]. All four algorithms are benchmarked on a large set
of random input QUBO graphs that need to be embedded onto the Chimera
and Pegasus topologies. As random graph classes, we study Erdős-Rényi Gn,p

graphs, Barabási-Albert graphs, and random d-regular graphs. Each of these
graph classes has a density parameter and a graph order (size) that we vary
in our experiments. We assess the performance of the four algorithms based on
whether they are able to embed graphs. The parameters of our experimental
study are given in Table 1. Our main findings are:

– On the Pegasus host graph, our Clique-based MinorMiner (CLMM) is a clear
winner with our alternative Spring-Based MinorMiner (SPMM) algorithm
edging out both CLMM and MM for very sparse graphs only. The relative
ranking of the algorithms is the same across all three QUBO input classes
with SPMM’s advantage at sparse graphs most pronounced for d-regular
graphs. Somewhat surprisingly, a threshold edge density exists that is very
similar for all three random graph classes (at about |E|/

(|V |
2

)
≈ 0.08) such
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that CLMM and SPMM win at edge densities larger and smaller than the
threshold, respectively (E, V denote edges and nodes of the QUBO graph).

– On the Chimera host graph, SPMM wins over MM and LAMM at sparse and
dense graphs, whereas MM and LAMM perform slightly better at medium
density graphs. Again, SPMM’s advantage at large sparse graphs is most
pronounced for d-regular graphs.

– On the Chimera host graph, all algorithms easily manage to embed the
previously largest known embeddable clique (at 65 vertices), whereas on
Pegasus only CLMM finds embeddings of cliques with more than 180 nodes.
In fact, using SPMM for Chimera and CLMM for Pegasus we find largest
embeddable cliques at sizes 65 and 185 respectively.

The paper is organized as follows: We introduce the concepts of QUBOs,
embeddings, host graphs and other background material including related work
in more detail in Section 2. We describe the embedding algorithms in Section 3,
and give details about the experimental design in Section 4. We present our
results for the Pegasus host graph in Section 5 and for the Chimera host graph
in Section 6, before concluding in Section 7.

2 Background

2.1 Quadratic Unconstrained Binary Optimization (QUBO)

Quadratic Unconstrained Binary Optimization (QUBO) is the problem of min-
imizing a quadratic function of binary variables, in one of the forms

min
x

n∑
i=1

aixi +
∑
i<j

bijxixj , xi ∈ {0, 1} (QUBO formulation),

or min
z

n∑
i=1

hizi +
∑
i<j

Jijzizj , zi ∈ {−1,+1} (Ising formulation).

The two formulations are equivalent via bijective relations hi = 1
2 (ai +

∑
jbij),

Jij =
bij
4 . Note that Jij is nonzero if and only if bij is nonzero. Hence QUBO

problems are naturally represented by a graph P = (VP , EP ), where in VP each
variable zi is represented as a node zi with weight hi, and in EP we have for
every pair i < j with nonzero Jij an edge e = {zi, zj} with edge weight Jij .

We remark that QUBOs are a class of NP-hard optimization problems; as we
can use QUBOs to optimize the number of satisfied constraints in an instance of
0/1 Integer Programming – one of Karp’s original 21 NP-complete problems [21].

2.2 Solving QUBOs on Quantum Annealers

Quantum Annealers such as D-Wave’s 2000Q and the upcoming D-Wave Advan-
tage [5] have quantum processors with a set of qubits Q and a set of couplers C
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Fig. 1. Schematics of solving a QUBO instance with a Quantum Annealer (cf. [32])
(left) Full workflow (center) Clique minor embedding of a clique K12 on a Chimera
graph C3 (right) Heuristic minor embedding of a 16-node 7-regular graph on host C3.

between some pairs of qubits. If we identify the qubits with a node set VH and
the couplers with an edge set EH , the resulting connected structure is a graph
H = (VH , EH), called the host graph. The D-Wave programming model lets us
set weights hi for every qubit qi ∈ Q and weights Jij for every coupler cij ∈ C.
In an actual D-Wave calculation, the device uses quantum annealing to sample
from low-energy eigenstates of the Hamiltonian

H =

n∑
i=1

hiσ
(i)
z +

∑
{i,j}∈EH

Jijσ
(i)
z σ(j)

z ,

with Pauli-Z operators σ(i)
z acting on qubit qi.3 As such, the spin configura-

tion of a groundstate corresponds to an optimum solution of a QUBO in Ising
formulation with the same weights hi, Jij .

However, most users will have QUBO problems from their application do-
mains with corresponding QUBO graphs that are far from being subgraphs of
the host graph. In order to be able to solve QUBOs using a quantum annealer,
the standard approach (see Figure 1) is to find a minor embedding of the QUBO
graph into the host graph [11] and to set the hi, Jij parameters accordingly [10];
i.e. one chains multiple qubits of the host graph with ferromagnetic couplings
Jij � 0 to represent a single variable of a QUBO (indicated by shared colors
in Figure 1 (center)/(right)). The better the embedding algorithm, the more

3 We have σz = ( 1 0
0 -1 ), Id = ( 1 0

0 1 ), and tensor product σ(i)
z = Id⊗i−1 ⊗ σz ⊗ Id⊗n−i.
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QUBO problems can be solved by an annealer. Designing and testing capable
embedding algorithms that are able to embed a large set of QUBO graphs is thus
crucial to expand the set of applications for a quantum device such as D-Wave.
The same holds true for CMOS annealers, such as those of Hitachi [36,33].

We note in passing that adiabatic quantum computing [15] – the theoretical
inspiration for quantum annealer technology – is equivalent in power to standard
gate-based quantum computing [2] that implements arbitrary unitary operations.
However, the mapping challenge on gate-based quantum devices differs substan-
tially from quantum annealers as logical variables are mapped only to single
qubits and not to chains. To implement a gate between two non-neighboring
qubits in a gate device, qubit states are swapped along paths of the host topol-
ogy, giving a “time-dependent mapping”, sometimes called routing. Depending
on the application, this can be done heuristically [12], with exact solvers [35],
or using a swap network [26]. Comparing state-of-the-art approaches to equal-
ity constraints implementation on a quantum annealer [34] and on a gate-based
quantum computer [8] shows, on a concrete application, how different the map-
ping problem is for the two platforms.

2.3 Minor Embeddings

A minor embedding of a pattern graph P = (VP , EP ) into a host graph H =
(VH , EH) is a mapping ϕ of each node in VP to a subset of nodes in VH :

ϕ : VP → 2VH ,

where 2VH is the set of all subsets of VH , such that

1. For each node v in VP , the set of nodes ϕ(v) induces a connected subgraph
in H, called the chain of v.

2. For every edge e = {u, v} in EP , there exist nodes ũ ∈ ϕ(u) and ṽ ∈ ϕ(v)
such that {ũ, ṽ} ∈ EH .

3. ϕ(v) ∩ ϕ(u) = ∅ for all u 6= v ∈ VP , i.e., each node ṽ of the host graph H
appears in the mapping of at most one node of the pattern graph P .

We call a mapping ϕ a chain mapping if it satisfies Condition 1. A chain map-
ping ϕ is called a semi-valid embedding if it satisfies Condition 2 and is called
a chain placement if it satisfies Condition 3. Only if all three conditions are
satisfied do we have a minor embedding. Colloquially, we abbreviate minor em-
bedding with just embedding.

Finding a minor-embedding is NP-complete [25] except for (small) fixed pat-
tern graphs [30], and the best known algorithms [1] are exponential in |VP | and
the branch-width or tree-width of H (which is Ω(

√
|VH |) for current anneal-

ers). Research on minor-embedding for annealers has therefore focused on find-
ing fast and hiqh-quality heuristics. Existing approaches can best be described
along one of two trajectories: (i) iteratively modify a semi-valid embedding to
reduce the number of multiply used nodes ṽ ∈ VH (the approach shared by the
algorithms benchmarked in this paper), (ii) iteratively modify a chain placement
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Fig. 2. (left) Chimera topology (D-Wave 2000Q): intersecting axis-parallel rectangles
gives rise to a grid of K4,4 tiles with vertical/horizontal connections. (right) Pegasus
topology (D-Wave Advantage): non-bipartite graph & increased connectivity achieved
through longer, shifted rectangles and couplers for pairs of neighboring parallel qubits.
Rectangle drawings courtesy of Kelly Boothby (D-Wave Systems, Inc.).

to increase the number of represented edges e ∈ EP (recently proposed [32] for
King’s graphs, the topology of Hitachi CMOS annealers [33]).

Furthermore, good minor embeddings are known for highly structured pat-
tern graphs such as cliques [24,6], cartesian products thereof [37], bicliques [19],
cubic grids [20] and cylindrical lattices (square-octogonal and triangular) [23].

2.4 Chimera and Pegasus Topologies

The host graphs of current and upcoming D-Wave annealers can be understood
starting from an intersection graph of axis-parallel rectangles (the qubits):

In Chimera [7], 4×4 intersecting orthogonal qubits with internal couplers give
rise to biclique K4,4 tiles. External couplers to adjacent horizontal respectively
vertical qubits arrange these in a grid, where neighboring tiles are connected by
4 edges. All qubits (except those on the border) have degree 6, see Figure 2 (left).
The Chimera graph C16, such as in the D-Wave 2000Q, has 16 × 16 tiles for a
total of 2048 qubits. We illustrate a smaller C3 in Figure 1.

In Pegasus [5], qubit rectangles are longer and connect to 12 orthogonal
qubits. Furthermore, horizontal and vertical qubits are shifted asymmetrically,
and have additional odd couplers that connect pairs of neighboring parallel
qubits, such that qubits have degree 15. This results in cells that are connected
by 4, 8, or 16 edges, see Figure 2 (right). The Pegasus graph P16, such as in the
upcoming D-Wave Advantage, has 15 × 15 × 3 cells, plus some partial cells on
the border, for a total of 5640 qubits. We illustrate P4 in Figure 3.

2.5 QUBO Random Graph Classes

To extend the range of embeddable QUBOs on current and next-generation de-
vices, we benchmark embedding algorithms based on their performance in find-
ing embeddings. Other metrics such as average or maximum chain lengths [29]
are not a focus of this paper; hence the actual values of non-zero QUBO terms
do not matter. Similarly, we only consider connected graphs (as one can always
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solve connected components independently) and do not consider any divide-and-
conquer strategies [27]. We use three classes of random graphs as benchmarks:

(i) Erdős–Rényi graphs Gn,p [18], where edges are included in the graph i.i.d
with probability p, (ii) Barabási–Albert graphs BAn,m [4,3], in which, starting
from m isolated nodes, we insert m−n nodes one by one, connecting each to m
existing nodes with preferential attachment proportional to the current degree
distribution, (iii) random d-regular graphs, in which each node has degree d. By
varying p, d and m, respectively, we generate graphs of various densities.

We chose these three graph classes in order to test our algorithms on a di-
verse set of graphs: Erdős–Rényi graphs have a binomial (Poisson for small p) de-
gree distribution, Barabási–Albert graphs have a power-law degree distribution
(modeling networks), and d-regular graphs have a constant degree distribution.

In the following Section, we briefly present existing algorithms that we either
compare to or use as a subroutine in our algorithms, which then follow next.

3 Minor Embedding Heuristics

3.1 Existing Embedding Algorithms

MinorMiner The MinorMiner algorithm (MM), proposed in 2014 [9], is ar-
guably the most prominent embedding algorithm, given its inclusion in D-Wave’s
Ocean software stack [13]. Given any QUBO graph P and host graph H as an
input, it tries to find an embedding; and if not successful after a certain number
of steps it returns an empty embedding. The MM algorithm starts from an ini-
tial chain mapping (with chains empty by default) and repeatedly loops over the
nodes of P , to determine for each node v ∈ VP a (preliminary) chain as follows:

1. Remove the chain ϕ(v) ⊆ EH from the existing chain mapping.
2. Compute a node-weighted shortest paths tree in H from each non-empty

chain ϕ(u), where u is a neighbor of v in P ({u, v} ∈ EP ). The node weights
in H come with a high penalty term for using nodes in multiple chains.

3. Choose an optimal node ṽ ∈ VH that minimizes the sum of distances ac-
cording to the computed shortest paths trees. Extend ṽ to a chain ϕ(v) by
backtracking along the shortest paths trees, and re-add ϕ(v) to the chain
mapping.

This naturally splits MinorMiner into two phases: First, MM completes a single
loop over the vertices VP , after which the chain mapping ϕ is in fact a semi-valid
embedding (in which chains might still share qubits).

Secondly, MM enters a fixing phase, where consecutive loops over nodes in
VP have the goal of fixing this semi-valid embedding. The algorithm restarts
when there has been no progression for too many steps in a row4, with limiting
parameters on the total number of steps and number of restarts allowed. Thus,

4 Even if the algorithm is already in a state with a valid embedding, progression is
measured for example in having a smaller maximal chain size.
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Fig. 3. Minor embedding of a K36 on Pegasus P4. Horizontal/vertical edges are mainly
used to connect chains internally; other edges act as couplers between different chains.

when the algorithm terminates, it might either return a valid embedding when
it found one, or an empty embedding if it did not.

MM has a few other controls, such as the initial_chain parameter. This
parameter can be used to feed the algorithm an initial chain mapping, which
is then used in the first phase of finding a semi-valid embedding. However, the
algorithm still iterates over all nodes. When it reaches a node which was as-
signed an initial non-empty chain, it still deletes and replaces that chain with
the procedure outlined above.

Layout-Aware MinorMiner A recent contribution to MinorMiner [29] has
as its main focus QUBOs that come with a natural graph layout in the plane
(think, e.g., of lattices in the simplest case). The implementation [28] takes a
QUBO graph and its layout together with the host graph and a plane host graph
layout as an input. The algorithm maps each variable node of the QUBO graph
layout to the closest (in Euclidean metric) qubit node of the host graph layout.
An additional diffusion phase shifts this mapping to achieve an even spreading
of initial chains across tiles/cells of the topology, and then starts MinorMiner
with the computed initial_chain mapping. However, not all QUBOs come
with a natural layout; if the graph comes without a layout, their algorithm runs
a Fruchterman-Reingold spring embedding algorithm to generate such a layout.

Clique Embedding D-Wave has a host-specific clique embedding algorithm [6],
which can quickly embed any clique up to a certain size chost into the Pegasus
or the Chimera graph (this also implies an embedding algorithm for any graph
with up to chost nodes). For Pegasus P16, the maximal clique size embeddable
this way is chost = 180, for Chimera C16 it is chost = 64. Chains gained from this



Embedding Algorithms for Quantum Annealers 9

embedding have a very special shape: they are all paths which are “L-shaped” if
drawn into the 2D-layout of the respective host graph, see Figure 3.

3.2 Our contribution

We propose, implement and compare two new algorithms: Clique-based Mi-
norMiner (CLMM) and Spring-based MinorMiner (SPMM).

For CLMM, we construct an initial chain mapping for a subset of QUBO
nodes, able to implement a coupling between any two chains of this node subset.
For SPMM, we give an initial chain mapping for all QUBO nodes VP , based
on a force-directed graph drawing of P . In the second approach, there are no
guarantees for existing couplings between chains. We then pass this initial chain
mapping to MinorMiner with the initial_chain parameter.

Clique-based MinorMiner (CLMM) For CLMM, we construct an initial
chain mapping as follows: We run D-Waves clique embedding algorithm for a
clique of size k = min(|VP |, chost). The k chains found this way are assigned to k
nodes of the QUBO graph, with the assignment depending on the density of P : If
|EP |/

(|VP |
2

)
≥ 0.55, they are assigned to the k nodes of lowest degree, otherwise

to k random nodes. The remaining QUBO nodes are mapped to empty chains.
We also tested a wide variety of other density- and degree-based assignments,

as well as a splitting or a multi-assignment of chains in exploratory runs. In
contrast to these approaches, the presented (albeit simpler) settings performed
significantly better and were thus used in the final experiments.

Spring-based MinorMiner (SPMM) For SPMM, we construct an initial
chain mapping as follows: (i) We use standard D-Wave layout functions to get
a drawing of the Pegasus/Chimera host graph in the plane (cf. the host graphs
in Figure 2), and a tuned Fruchterman-Reingold algorithm (see below) to get
a QUBO graph layout as well. (ii) We rescale both plane layouts to fit into a
[-1, 1] × [-1, 1] square. (iii) We map each of the QUBO nodes v to the closest
qubit node in Euclidean metric.

Fruchterman-Reingold [16] is a force-directed graph drawing algorithm that
computes a plane layout based on two principles: nodes pairwise repel each other,
but nodes connected by an edge at the same time attract each other. The strength
with which the latter takes place can be set for each edge individually; smaller
weights implying a smaller attraction. For an edge e = {u, v} we set weight(e) =
(2|EP |/|VP |)2 · (deg(u) deg(v))−1, where the weighting by node degrees ensures
that neighboring nodes with high degrees are not too close to each other (as,
intuitively, their chains need more space in the host graph) and where the first
term is a normalization factor (normalizing weights in regular graphs to 1).

While SPMM and LAMM have some similarities, we find a significant per-
formance difference on Pegasus graphs due to SPMM’s improved use of edge
weights for node attraction, substituting LAMM’s consecutive diffusion phase.
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4 Experimental Design

We present the results of a large factorial-design experiment to compare our two
algorithms Clique-based MinorMiner (CLMM) and Spring-Based MinorMiner
(SPMM) with the established MinorMiner (MM) and the recently proposed
Layout-Aware MinorMiner (LAMM). We test the algorithms on the random
QUBO graph classes Gn,p, Barabási-Albert, and d-regular. As host graphs, we
use the D-Wave Pegasus host graph (used in the 5000 qubit model first out in
2020) as well as the previous Chimera topolgy (used until the 2000 qubit model).

For the Erdős–Rényi Gn,p graph model, we generate five random graphs for
each combination of values n = {1, . . . , 425} and p = {.01, .02, . . . , 1.00}. While
this would result in a total of 5 ·450 ·100 = 212, 500 graphs, we actually reduced
this number to around 26, 000 graphs by carefully pruning the set of graphs for a
specific algorithm once it has become clear – based on results for smaller/larger
values of n or p – that the algorithm will always/never find an embedding. Gn,p

graphs have a sharp threshold of n · p > lnn of being connected [14].
For the d-regular graph model (on Pegasus), we generate five graphs each

for all combinations of n = {1, . . . , 1200} and d = {3, . . . , 183}, employing again
a pruning mechanism. On Chimera, we also use five graphs and cut off at 380
vertices and maximum d = 64 to account for the smaller host graph. Random d-
regular graphs can be sampled quickly for d ≤ n/2 [31] and uniformly at random
for d ∈ O(n1/3−ε) [22]; we sample (n − d)-regular graphs as complements of d-
regular graphs. d-regular graphs only exist for 2|E| = n · d even and d < n.

For the Barabási-Albert graph model, we generate five graphs each for n =
{1, . . . , 1200} and m = {1, . . . , 110} and employ pruning. The number of edges
in BAn,m is (n − m) · m ≤ (n−m+m

2 )2 = n2/4 by AM-GM, with equality for
m = n/2. Hence we get increasing graph density for m up to n/2, and we restrict
ourselves to this regime. All graphs are constructed with Python’s networkx.

Our experiments were executed on LANL’s Darwin Cluster [17] using a triv-
ially parallel approach. Running times for individual graphs ranged from millisec-
onds to more than 10 minutes per graph, largely proportional to graph vertex
and edge counts. Overall, the study consumed around 100, 000 core hours. We
assess the different algorithms on whether they succeed in finding an embed-
ding with the default parameters of MinorMiner, and not by running times, but
overall we observed that running times were very comparable for all the tested
algorithms.

5 Embeddings on the Pegasus Host Graph

Embedding Erdős–Rényi Graphs on Pegasus. Figure 4 shows our results
for Gn,p graphs on Pegasus for the four algorithms MM, LAMM, CLMM, and
SPMM. The plot structure is as follows: The blue area on the bottom shows
where n ·p < ln(n), the region of disconnected QUBOs excluded from this study.
The red vertical line displays chost = 180. Heatplot areas are colored using
the green-to-white color scheme on the right of the plot. The color assigned to
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Fig. 4. Embedding performance of all algorithms for Erdős–Rényi graphs on Pegasus:
(top left) MM, (top right) LAMM, (bottom left) CLMM, (bottom right) SPMM.

a point (n, p) corresponds to the number of times the algorithm succeeds at
finding an embedding for the five Gn,p graphs tested at point (n, p). The large
darker-green area on the left are pruned points, as we can be reasonably sure
that the algorithm would always find an embedding since it does find embeddings
reliably for larger graphs. Similarly, the light gray area on the right side of the
plot represents pruned points, where we are reasonably sure that the algorithm
would not find an embedding as it did not find embeddings on smaller and
less dense graphs. More precisely, if an algorithm manages to embed a Gn,p

QUBO with high probability, it is even more likely that it will manage to embed
a Gn−k,p QUBO graph. Therefore, after testing for each p where the transition
from embeddable QUBO to non embeddable QUBO is, we tested a cone of width
at least 10 on both sides around them as interesting points before pruning.

Contrasting the performance of the four algorithms, we note the following:
The LAMM algorithm does not perform particularly well, perhaps unsurprisingly
as Gn,p graphs do not have a natural layout that would play to LAMM’s core
design element; LAMM does show a fairly quick transition from being able to
embed all graphs (dark green) to no graphs (white). This transition is in fact
more spread-out in the overall better performing SPMM algorithm. The standard
MM algorithm sees an even farther spread-out transition when compared to
both LAMM and SPMM and clearly outperforms LAMM and SPMM on dense
graphs, while being outperformed by SPMM on very sparse graphs. However,
MM is remarkably far off from being able to embed a clique of size 180 (the red
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Fig. 5. A combination of CLMM/SPMM outperforms existing methods (host-specific
clique and heuristic MinorMiner embeddings) on embedding Erdős–Rényi graphs into
Pegasus at every value of p, with a sharp transition from CLMM to SPMM at p = 0.08.

vertical line). CLMM easily outperforms MM on dense graphs and interestingly
shows a very cleanly defined transition from embeddable to non-embeddable.

We get a more in-depth understanding of performance difference by looking
at the difference plot in Figure 5. Its structure is similar to the individual per-
formance plots, except the color bar ranges from green (positive) to white (zero)
to purple (negative). A point (n, p) above (below) the blue line at p = 0.08 is
assigned a color based on the number of embeddings found by CLMM (SPMM,
respectively) minus the maximum of the number of embeddings found by the
clique embedding algorithm or by MM. This way we capture the improvement
SPMM gains for sparse graphs and the improvement CLMM gains on dense
graphs in one plot. The transition between areas where CLMM and where SPMM
are the respective best performing algorithms is sharp, around an edge density
value of |EP |/

(|VP |
2

)
u p = 0.8. In combination, our algorithms manage to out-

perform the already existing algorithms at every value of p, gaining the most
around p = 0.20, and for p = 0.02 where the graphs get sparse enough such that
SPMM’s advantage over MM starts to get significant.

Embedding Barabási–Albert and d-regular Graphs on Pegasus. Fig-
ure 6 (top) shows a similar picture as Figure 5, with CLMM outperforming
MM on dense graphs and SPMM taking the lead on sparse graphs. However, as
Barabási–Albert graphs for small m are sparser than the sparsest Erdős–Rényi
graphs we tested, the improvement of SPMM over MM is much more pronounced,
being largest for m = 2. We again observe a sharp transition threshold between
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Fig. 6. (top) Performance comparison of CLMM/SPMM vs max(Clique, MM) for
Barabási–Albert graphs on Pegasus, transitioning from CLMM to SPMM at m = 12.
(bottom) Performance comparison of CLMM/SPMM vs max(Clique, MM) in embed-
ding d-regular graphs into Pegasus, transitioning from CLMM to SPMM at d = 18.
The plot omits odd columns to prevent distraction by empty data points for n · d odd.

CLMM and SPMM atm = 12 around n = 240, corresponding to an edge density
of (n−m)m/

(
n
2

)
≈ 0.095.

Figure 6 (bottom) shows that on d-regular graphs, performance of CLMM,
SPMM and MMmirrors their performance on Erdős–Rényi and Barabási–Albert
graphs. Since d-regular graphs only exist for even n · d, we omit odd n columns
from the plot (but not from the experiments, see the concluding data in Sec-
tion 7). SPMM again gains the biggest advantage on the sparsest graphs, namely
d = 3, while CLMM outperforms MM on dense graphs, with a transition thresh-
old at d = 18, n = 233, corresponding to an edge density of d/(n− 1) ≈ 0.078.

Discussion. We first discuss MM’s poor performance on Pegasus, where the
picture is quite bleak: Here, graphs have to be very sparse until MM manages
to embed a graph of order 180 nodes, even though there exists a host-specific
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Fig. 7. Performance in embedding Erdős–Rényi graphs on Chimera (top left) for MM
and (top right) for LAMM. (bottom) Respective improvements made by SPMM.

embeddable clique of size 180.5 In trying to find out why MM fails on instances
which are still easy embeddable via a host-specific clique embedding, we look at
the characteristic pattern given by such a clique embedding. Recall that each
QUBO node is mapped to a chain, where the qubit nodes in the chain form a
path, linked mostly by edges that are horizontal or vertical in the graph (see
Figure 3). Looking at the layout of Pegasus, these are both the sparsest con-
nections between neighboring cells as well as the edges which have the longest
length. Therefore, the chains are able to “spread through the graph” using as
few qubits as possible, leaving many unused edges suitable as couplers between
different chains. However, MM does not distinguish between different types of
cell-connecting edges when re-computing a chain of the chain mapping, possibly
resulting in a worse solution at the end. In contrast, the edges between tiles of
Chimera are all equivalent, so this kind of misstep cannot happen.

Secondly, we look at the link between CLMM and SPMM’s performance and
the sparsity of the graph. In embeddings for dense graphs, chains often form a
path through a large part of the host graph, with few or no nodes of induced
degree larger than two. We believe that providing initial “L-shaped” chains such
as in CLMM may promote newly built chains to take on such shapes as well. On
the other hand, for sparse graphs a well-chosen initial single-qubit chain such as
in SPMM can enable short connections to neighboring chains, reducing the qubit
footprint of a semi-valid embedding created after the first phase of MinorMiner.

5 Especially compared to Chimera, where MM manages to find an embedding for K65,
the largest embeddable clique, given that treewidth(K65) = 64 = treewidth(C16).
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Fig. 8. Embedding performance of SPMM compared to its closest (QUBO graph type
specific) competitor on Chimera: (top) SPMM vs MM for Barabási–Albert graphs,
(bottom) SPMM vs LAMM for d-regular graphs, with odd n columns omitted.

6 Embeddings on the Chimera Host Graph

On Chimera, we only compare the three algorithms MM, LAMM and SPMM.
We did not test CLMM in great detail, as MM performs very similar, and since
preliminary observations could not find any improvements of CLMM over MM.

Embedding Erdős–Rényi Graphs on Chimera. For each non-pruned pa-
rameter combination (n, p), we generated five Gn,p graphs which we tried to
embed using MM, LAMM and SPMM. Figure 7 shows the performance of both
MM (left) and LAMM (right) as well as the relative improvements made by
SPMM (bottom). Perhaps a bit surprisingly, all algorithms manage to embed
cliques of size 65, the largest embeddable clique and one node larger than the
maximal clique found by the host-graph specific clique embedder.

SPMM performs better than MM on graphs with p ≥ 0.8 and graphs with
p ≤ 0.3. However, for 0.3 < p < 0.8, both algorithms perform comparably well.
The performance difference between SPMM and LAMM is similar to the one
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Ranking Erdős–Rényi Barabási–Albert d-regular

Pegasus (dense)

0.08 < p ≤ 1.00

12 < m ≤ n/2

18 < d ≤ n− 1

1. CLMM 86,159 38,256 54,937
2. MM 78,230 31,206 44,229
3. SPMM 70,512 24,435 35,375
4. LAMM 68,349 23,248 32,998
Clique 81,530 30,420 49,410

Pegasus (sparse)

0.01 ≤ p ≤ 0.08

2 ≤ m ≤ 12

3 ≤ d ≤ 18

1. SPMM 6,150 23,334 37,210
2. MM 6,039 21,814 35,866
3. CLMM 5,964 21,803 35,490
4. LAMM 6,047 18,681 35,374
Clique 2,700 10,985 12,470

Chimera 1. SPMM 33,793 10,874 16,506
2. LAMM 33,688 10,217 16,132
3. MM 33,530 10,367 15,972
Clique 27,860 5,445 8,060

Table 2. Summary of all experiments: We rank Algorithms based on the total number
of found embeddings. Pegasus experiments are split into a sparse and a dense QUBO
graph regime, given by the observed transition parameters for p,m, d. For comparison,
we also give the number of possible embeddings via host-specific cliques.

between SPMM and MM. However, while SPMM still beats LAMM for p ≤ 0.2,
for larger p LAMM outperforms SPMM slightly.

Embedding Barabási–Albert and d-regular Graphs on Chimera. While
SPMM delivers the best overall performance in embedding both Barabási–Albert
and d-regular graphs on Chimera, the second place depends on the graph class
(MM for Barabási–Albert, LAMM for d-regular graphs). In Figure 8 (top), we
show the performance difference between SPMM and MM on Barabási–Albert
graphs. While MM outperforms SPMM slightly on m ≥ 20, the advantage of
SPMM on small m is much more apparent, especially at m = 2.

Figure 8 (bottom) shows the difference between embedding performances
of SPMM and LAMM on d-regular graphs. For 15 ≤ d ≤ 64, both algorithms
perform comparably well, with a slight advantage to LAMM. For smaller degree,
SPMM starts to clearly outperform LAMM (and MM), with the most significant
improvement at d = 3. Again, we omit odd n columns in the plot.

7 Conclusion

We studied the performance of two new embedding algorithms, Spring-based
MinorMiner (SPMM) and Clique-based MinorMiner (CLMM), and contrasted
these to existing embedding heuristics for the two different D-Wave host graph
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Fig. 9. Improvement of our two algorithms SPMM (orange) and CLMM (blue) com-
pared to the maximal possible embeddability range with a host-specific clique or a
heuristic MM embedding algorithm on Pegasus. Results for (top) Erdős–Rényi graphs,
(bottom left) Barabási–Albert graphs, (bottom right) random d-regular graphs.

topologies Pegasus and Chimera. To the best of our knowledge, this is the first
such study on the upcoming Pegasus topology. While we observed that the ex-
isting MinorMiner heuristic does not extend its overall good performance on
Chimera to Pegasus, we show how to remedy the situation with our Clique-
based and Spring-based MinorMiner variants, see Table 2.

We found that for certain values of the density parameters p,m, d (used
in Erdős–Rényi, Barabási–Albert and d-regular graphs, respectively) our algo-
rithms significantly outperform the existing methods, increasing the number of
embeddable QUBO graphs by double-digit percentages and enlarging the range
of embeddable sparse graphs to graphs with over a hundred additional nodes.
Detailed statistics are given in Figure 9, where for each studied value of p,m
and d, we show the number of additionally embeddable graphs, both in absolute
numbers (bar plots) as well as a percentage increase (line plot). We note that ab-
solute numbers are normalized by the number of sampled graphs per data point
(i.e. 5), and that for d-regular graphs, the bar plots show the expected factor
2 difference between odd and even values of d (with the exception of 3-regular
graphs, on which SPMM shows an exceptionally massive increase).
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In conclusion, we studied different random graphs to represent a wide variety
of possible QUBO graphs and gave a detailed analysis of the performance of
CLMM, SPMM, MM and the recent LAMM. A relative ranking of the algorithms
based on the total number of found embeddings is given in Table 2. While SPMM
and CLMM are the clear winners in their respective density domains, the order
of the competitors can change depending on the graph class studied.

Though SPMM and CLMM outperform the standard algorithm MM, their
simplicity is somewhat remarkable and of course they build upon the work of
both the original MinorMiner paper [9] and its implementation [13] as a subrou-
tine. We suggest that the MinorMiner parameter initial_chain be extended
with ‘clique’ and ‘spring’ parameters to serve as calls to the respective CLMM
and SPMM algorithms presented in this work.

Future Work. Future research directions are three-fold: First, we intend to add
case studies of real-world QUBO instance graphs to include them in a full version
of this paper, together with plots and results of all our experiments.

Secondly, we would like to study other (CMOS) host graphs [36] and compare
our algorithms to simulated annealing-based approaches which were recently
proposed in the literature [32] but not yet published as software.

Finally, applying various embedding algorithms to the same QUBO problem
will result in embeddings with different characteristics, such as the distribution
of chain lengths. These characteristics, in turn, will influence the chance of suc-
cess and hence the overall time-to-solution of solving QUBO problems with a
quantum annealer. Once the Pegasus architecture becomes available, it will be
useful to compare embedding algorithms with respect to these metrics, as was
done for Chimera before [29].
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