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We addressed BioCreAtIvE Task 2, the problem of annotation of a protein with a node in the 
Gene Ontology (GO).  We approached the task as a problem of categorizing into the GO based 
on the term neighborhood of occurrences of the protein in the document.  The system 
incorporates NLP components such as a morphological normalizer, a named entity recognizer, 
and a statistical term frequency analyzer.  The categorization methodology utilizes the structure 
of the GO to select nodes that serve as apparent cluster heads. 
 
Pre-processing 
 

Since we were given only a Swiss-Prot or TrEMBL ID as the input identifier for the protein, we 
needed to establish a set of names by which that protein could be referenced in the text.  We 
made use of both the gene name and protein names that are in Swiss-Prot itself, when available, 
and a collection of synonyms constructed by Procter & Gamble Company.  The fallback case was 
to use the name filed from the EBI TrEMBL human. A script was applied to these names that 
generated variants so that we wouldn’t be limited to matching to the sometimes unusual strings 
containing mismatched punctuation and parentheticals such as “(precursor)” or “(fragment)” 
which were felt not to be likely to occur directly in the text.  The resulting database tables were 
used to construct a gazetteer list which was dynamically loaded from the database into a GATE 
(Cunningham et al. 2002) gazetter processing module (which in turn compiles it into a finite state 
recognizer for the terms). 
 
Additional pre-processing was performed on the document corpus.  First, the original SGML 
documents were parsed to extract the core Title, Abstract, and Body components, to normalize 
the SGML character entities to their corresponding ASCII characters (for instance, converting 
“&prime;” to an apostrophe), and to remove all formatting tags apart from the paragraph markers.  
Subsequently, we morphologically normalized the documents using a tool called “BioMorpher”1.  
We performed frequency analysis on the resulting terms, and selected representative terms for 
each a document using a TFIDF (term frequency inverse document frequency) filter. 
 
Training 
 

The {protein, document, GO id} triples were used to determine sets of terms related to GO ids.  
After document pre-processing, we divided each document in a set of paragraphs, and calculated 
a matrix of the paragraphs and the frequency of each term in the paragraph (PxW matrices for 
Paragraph by Word).  With the PxW matrix, we calculated a proximity matrix according to Rocha 
(2002) for word-word proximity, using the probabilistic function at right. 
With these matrices, the training triples, and the terms derived from each 
GO node label, we were able to recommend new terms for each GO node. 
Using the expanded set of terms associated with each GO node and the PxW matrices, we were 
then able to recommend a set of paragraphs for each {GO, document} pair based on the 
relationship between terms in each paragraph and terms associated with the GO node. 
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Dynamic processing 
 

The architecture of the system can be seen below. 
                                                 
1 BioMorpher is a morphological analysis tool built on the Morph tool originally developed at the University of Sheffield by 
Kevin Humphreys and Hamish Cunningham for general English, extended to include large exception lists for biological 
text as well as to handle some morphological patterns not handled by the original tool. 



The system is built 
around a technology 
called the GO 
Categorizer (GOC, 
Joslyn et al. 2003), 
which utilizes the 
structure of the Gene 
Ontology to find the 
best covering nodes 
given a set of node 
“hits”.  It is based on 
pseudo-distances 
between comparable 
nodes, with rank 
ordering of nodes 
balancing coverage – 
covering as many 
inputs as possible – 
and specificity – 
covering inputs at the 
lowest level possible.  
For BioCreAtIvE, we 

submitted terms as inputs to GOC rather than genes. Terms are collected through analysis of the 
sentential context of the given protein, morphologically normalized, and weighted using a 
normalized TFIDF value derived during pre-processing. The weights represent the contentfulness 
of each term. Internally, GOC looks for overlaps between the input term set and (morphologically 
normalized) terms associated with each individual node in the Gene Ontology.  A match between 
an input term and a term associated with a GO node counts as a “hit” on that node.  The strength 
of that hit is determined by the weight of the term in the input set. Terms are associated with GO 
nodes via one of three mechanisms – (a) Direct: the term occurs in the node label of GO node, 
(b) Definitional: the term occurs in the definition text associated with GO node, (c) Proximity: 
additional terms are identified as closely related to each GO node based on proximity as 
described above (Rocha 2002). Direct and indirect associations are counted as distinct “hits” on a 
node and can be weighted differently.  After transforming the input query into a set of node hits, 
GOC traverses the structure of the Gene Ontology, percolating hits upwards, and calculating 
scores for GO nodes (see Joslyn et al 2003). GOC returns a set of GO nodes representing 
cluster heads for the weighted term input set, as well as data on which of the input terms 
contributed to the selection of each cluster head.  This information is used to select the evidence 
text for the GO assignment associated with the cluster head.  To address this, we again bring in 
proximity measurement – in this case, the proximity of terms to individual paragraphs in the 
document.  The set of terms which contributes to an annotation is judged to be close to one or 
more paragraphs in the document; the closest match is selected as the evidence. 
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