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Grid Expansion Planning for Carbon Emissions
Reduction

Russell Bent, and G. Loren Toole

Abstract—In recent years the grid expansion planning prob-
lem has become increasingly complex and challenging. The
integration of renewable generation is a source of many of
these challenges. These challenges often include a deficiency in
transmission capacity in regions with high potential for renewable
energy production. Historically, this lack of capacity has had
adverse effects such as negative price market conditions or the
curtailing of other green generation sources. This paper considers
a combined generation and transmission expansion model to
avoid the curtailment of existing green generation sources, in
other words maximize the realized carbon reduction of adding
renewable generation. Recent work on Randomized Constructive
Heuristics (RCH) has shown this approach to be quite effective
in addressing the Transmission Network Expansion Planning
(TNEP) problem. In this paper, we propose a generalization of
RCH to handle simultaneous carbon reduction and expansion
cost objectives as well as multi-scenario planning.

Index Terms—Carbon Emissions, Generation Expansion Plan-
ning, Transmission Network Expansion Planning, Simulation
Optimization, Non-linear Optimization, Local Search.

I. INTRODUCTION

In recent years that has been increasing interest in integrat-
ing generation from renewable sources, such as wind and solar,
into existing electric power grids [1], [2]. Much of this interest
has risen from a desire to reduce the carbon footprint of
power grids. However, increasing the penetration of renewable
generation has presented a number of challenges, for example,
fluctuating power production and a deficiency in transmission
capacity in desirable wind and solar locations. In the latter
case, a lack in transmission capacity (along with other factors)
can lead to undesirable outcomes, such as negative power
production prices [3] and the curtailment of other carbon
neutral generators. In short, it is possible for grid operations
to reduce the benefits of expansion.

This paper presents a grid expansion planning problem
for upgrading an existing power grid to integrate specified
renewable generation while at the same time minimizing the
carbon output of the grid and minimizing construction costs.
In other words, we seek to maximize the carbon impact of
adding renewable generation capacity. This problem is variant
of the well studied Transmission Network Expansion Planning
(TNEP) [4], [5], [6], [7], Generation Expansion Planning
(GEP) [8], [9], [10], [11], and Integrated Resource Planning
(IRP) [12], [13], [14] problems.

In this paper we adopt the Simulation-Optimization algo-
rithm of [13], [15] to address this problem. The key idea
of the approach is the encapsulation of the power model
within a simulation black box. The algorithm is allowed
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to query the black box for power flow information about
proposed expansion plans. The algorithm generalizes existing
constructive heuristics [16], [17] within a randomized search
tree exploration procedure. It is referred to as a Randomized
Constructive Heuristic (RCH). In short, the key contributions
of this paper include:
• A combined transmission and generation expansion plan-

ning model for minimizing carbon emissions of a power
grid.

• A generalization of RCHs to solve the carbon minimiza-
tion problem.

• A generalization of RCHs to solve multi-scenario grid
expansion planning problems

• Case studies demonstrating that expansion planning can
be used to achieve near best case carbon reductions when
adding renewables

• Case studies showing that adding renewable generation
solely based on expansion cost can have unexpectedly
low reductions in carbon output

• A demonstration that the simulation-optimization ap-
proach of [15] can handle optimal power flow models,
as was conjectured

The key point of this paper is to assume renewable genera-
tion expansion decisions are pre-determined: the challenge is
how to deploy them to maximize carbon reductions.
Literature Review While literature on Power Grid Expansion
Planning (PGRP) goes back many decades, it has only been
recently, with a few exceptions [18], that there has been
interest in how to use planning to reduce carbon emissions [9],
[14], [19]. We now briefly discuss some of these contributions
in order to place this paper in the context of the existing
literature.

More specifically, in reference [9], the authors described
a linear programming model for the GEP. It includes carbon
emissions in a multi-objective formulation. It also evolves the
grid expansion over multiple time periods. It differs from
this paper in that transmission systems are represented by
a transportation model, transmission expansions are not part
of the model, and it does not model multiple operational
scenarios.

Reference [8] also includes minimizing carbon emissions as
part of a multi-objective formulation. This paper is one of the
few that models scenarios of possible operational modes when
determining expansion plans (in this case, component failures).
They include transmission expansions on an inter-area level,
where the transmission system is radial (a transportation
model). The remaining transmission system is assumed to
have enough capacity. It also assumes a mixed-integer pro-
gramming (MIP) formulation. Reference [19] also shares some
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similarities with this paper. It includes a combined generation
and transmission model that has carbon emissions as part of
a multi-objective function. Though they use a linearized DC
model, as they use a genetic algorithm it could be extended
to more complex power flow models. They consider a single
scenario that aggregates the Mexican power grid.

Reference [14] presents a multi-objective formulation that
focuses on a joint generation expansion and transmission
expansion (between areas in the grid) problem. It evolves the
system over time but does not consider operational scenar-
ios. The paper uses a transportation model for transmission
flows in order to keep the model tractable for mathematical
programming techniques.

Reference [20] also considers carbon reduction as a criteria
for grid expansion planning. They propose a generation only
expansion model and balance the cost to build different types
of generation units and their carbon output (among other
criteria). They do not consider how the new and old generation
is dispatched in the solutions. Reference [21] proposes a gener-
ation expansion planning model that reduces carbon by consid-
ering a variety of technologies, such as carbon capture and new
renewable generation. The transmission system is assumed to
have sufficient capacity and it is not modeled. References
[22], [23], [24] provide overviews of methods for modeling
expansion planning with multiple objective functions. They
provide survey information on how decision makers weight
cost with carbon emissions and other objectives for making
generation mix decisions (no power system modeling).

In general, the literature has focused on developing lin-
ear mathematical programming models for computational
tractability. Here, we use a more general algorithm to ensure
the ability to use more complex models, when the need arises.

The remainder of this paper is organized as follows. Section
II formally defines the PGRP problem. Section III describes
the algorithm used to generate expansion plans. Section IV
discusses the experimental results and Section V concludes
this paper

II. PROBLEM DEFINITION

Buses The PGRP problem is described in terms of a set
of buses, B, that represent geographically located nodes
in a power network e.g. generators, loads, and substations.
Each bus, i, is defined by parameters Gi, Li, ι

−
i , ι

+
i which

represent its generation, load (demand for power), mini-
mum voltage (per unit) and maximum voltage (per unit).
P (G+

i ), P (G
−
i ), Q(G+

i ), and Q(G−i ) are used to denote the
maximum real, minimum real, maximum reactive, and mini-
mum reactive components of existing generation. Similarly,
P (Li) and Q(Li) are used to denote the desired real and
reactive components of load. The decision variable ci is used
to define the renewable generation added to i. ci has discrete
domain {c−i , c

−
i +δ, . . . , c+i −δ, c

+
i }, where δ is the generation

increment. This generation is modeled as must take. It is
also assumed enough name plate capacity and/or storage is
included in the construction to achieve the specified level of
generation. µi is used to denote the CO2 per MWH of existing
generation at i.

Transmission Corridors The PGRP is also described by a
set of edges, E , called transmission corridors, connecting pairs
of nodes. A transmission corridor i, j between buses i and j
has a decision variable ci,j that defines the number of circuits
(power lines) in the corridor. The variable has discrete domain
{c−i,j , c

−
i,j + 1, . . . , c+i,j − 1, c+i,j} where c−i,j is defined as the

number of circuits the corridor starts with. c−i,j = c+i,j when no
circuits may be added to a corridor. A circuit is also defined by
parameter i, j which denotes the capacity of a single circuit in
the corridor. Similarly, ri,j , xi,j , and ψi,j denote the resistance,
reactance, and capacity of a single circuit in the corridor.
PGRP Solution A transmission network solution, σ, is defined
as a set of variable assignments

⋃
i∈B ci ← di∪

⋃
i,j∈E ci,j ←

di,j
1 , where di is drawn from the domain of ci and di,j is

drawn from the domain of ci,j . By convention, unassigned
variables are assumed to be c−i and c−i,j , respectively. σ(ci)
and σ(ci,j) are used to denote the variable assignments for σ.
Simulation TNEP algorithms have at their disposal a simulator
S for determining the power flows for σ. S(σ) returns true
when it is able to compute the flows. Szi,j

(σ) denotes the
flow in corridor i, j, Sgi(σ) denotes the amount of existing
generation capacity used at bus i, li denotes the load met at i,
and Svi(σ) the voltage at bus i. For simplicity, this notation is
shortened to zi,j , gi, li, and vi when S(σ) is understood from
context.

A TNEP solution σ is feasible when the following con-
straints are satisfied, i.e.

c−i,j ≤ ci,j ≤ c
+
i,j (i, j ∈ E) (1)

c−i ≤ ci ≤ c
+
i (i ∈ B) (2)

S(σ) = true (3)∑
i∈B ci = C (4)

Constraints (1) and (2) represent the limits on the possible
expansions. Constraint (3) enforces that S is able to solve
the model (for example, when AC models are used). Finally,
constraint (4) ensures that C MWs of renewable generation
output is added to the system.

Physical constraints are relaxed and incorporated into the
objective function (similar to Lagrangian Relaxation).2 The
physical violations of σ are calculated as the sum of flow
that exceeds the capacity of the circuits, the sum of voltages
that fall below ι−i or above ι+i , the sum of generation out of
bounds, and the sum of load shed, i.e.

η(σ) =
∑
i,j∈E max(0,zi,j − ψci,j)+∑
i∈Bmax(0, ι−i − vi,

+
i − vi)+∑

i∈Bmax(0, gi − g+i , g
−
i − gi)+∑

i∈Bmax(0, Li − li).

The CO2 of σ is calculated as ζ(σ) =
∑
i∈B µigi. Finally,

the cost of σ is defined by κ(σ) =
∑
i,j∈E ci,jκi,j+

∑
i∈B ciκi

where κi,j is the cost of building a circuit in corridor i, j and
κi is the cost of building generation at bus i. The objective

1The notation ci ← di is used to denote the assignment of value di to
variable ci.

2In this paper the DC optimal power flow model is used (DCOPF) and these
constraints can be directly incorporated into the optimization model. However,
in the spirit of the simulation optimization of [13], [15], the constraints are
kept in the simulation so that in future work, more complex models of power
systems (such as AC) can be used.
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function, f(σ), is then a lexicographic, multi-objective func-
tion of the form min f(σ) = 〈η(σ), ζ(σ), κ(σ)〉.

III. RCH ALGORITHM

To solve this problem we adopt the Randomized Construc-
tive Heuristic (RCH) algorithm of [15] and for completeness
it is redescribed here. This algorithm is used due to its ability
to accommodate arbitrary complex models of S, its ability to
generalize existing PGRP constructive heuristics and the high
quality results it has achieved on other models of expansion
planning [13], [15]. The algorithm is discussed in Figure 1.
The function RCH describes the randomization of the con-
structive heuristic (CH). Line 3 orders the possible expansion
variables according to the CH (function ORDERVARIABLE).
Lines 4-5 chooses a variable randomly from the ordering,
where the randomness is determined by the parameter ω. As
ω ← ∞ the more likely the CH is followed exactly. Line 6
orders the variable assignments of the variable according to
the following function: When η(σ) > 0 the domain is ordered
by component additions, no change (σ(X )), and component
removals, i.e.3

〈σ(X ) + 1, ,X+, σ(X ), σ(X )− 1, ,X−〉

otherwise it is ordered in reverse, i.e.

〈σ(X )− 1, ,X−, σ(X ), σ(X ) + 1, ,X+〉

Lines 6-7 chooses a variable assignment randomly from the
ordering where the randomness is determined by parameter
γ. As γ ← ∞ the more likely the variable order is followed
exactly. Line 8 updates the solution according to the variable
assignment. Parameters α and β are used as stopping criteria
for the heuristic when variable assignments do not lead to
improving solutions. α determines how many times in a row
the solution may degrade and β determines how many times
in a row S may fail to obtain a solution. S is implicitly
executed in line 8 during the variable assignment. Lines 1
and 2 determine if the stopping criteria is met. Lines 9-14
update the stopping criteria. Lines 15 returns the best solution
discovered during the course of the search.

RCH is executed P times in the function OPTIMIZEPGRP
(lines 4-8). The RCH procedure is initialized with the best
solution discovered and repeated until an improving solution
is no longer found (line 9). In this paper, the function ORDER-
VARIABLES is implemented using the constructive heuristic of
[16], [17], [25], which has worked well in practice within the
RCH implementation of [15]. More formally the function is
defined by:

〈X1,X2, . . . ,Xn〉 : f(σ∪[σ(Xi)← d1(Xi)]) ≤ f(σ∪[σ(Xi+1)← d1(Xi+1)]

where d1(X ) is used as shorthand to denote the first element of
ORDERDOMAIN(X ). This function orders the variables by the
variable assignment that will improve the objective function
the most.

3σ(X ) is used to denote the assignment of a value to variable y in σ. Thus,
σ(X ) + 1 is the next largest variable assignment of σ.

OPTIMIZEPGRP(σ,X , α, β)
1 repeat
2 σ∗ ← σ;
3 σ̂ ← σ;
4 for i← 1 . . . P
5 do σi ← RCH(σ,X , T );
6 if f(σi) < f(σ̂)
7 then σ̂ ← σi;
8 σ ← σ̂;
9 until f(σ) ≥ f(σ∗);

10 return σ∗;

RCH(σ,X , α, β)
1 if α = 0 or β = 0
2 then return σ;
3 〈y1, y2, . . . , yk〉 ← ORDERVARIABLES(X , σ);
4 j ← bRANDOM([0, 1])ω × kc;
5 y ← yj ;
6 〈d1, d2, . . . , dn〉 ← ORDERDOMAIN(y);
7 i← bRANDOM([0, 1])γ × nc;
8 σi ← σ ∪ [y ← di];
9 if f(σi) ≤ f(σ)

10 then α← 0;
11 else α← α− 1;
12 if S(σi)
13 then β ← 0;
14 else β ← β − 1;
15 return argminf(σ)(σi,RCH(σi,X \ y, α, β));

Fig. 1. Randomized constructive heuristic (RCH)

IV. EXPERIMENTAL RESULTS

In order to evaluate our approach we consider three different
case studies. The first case study adapts the 24 bus IEEE
RTS-79 problem [26] to expand transmission and renewable
generation to replace carbon output in the model. The second
case study adapts the transmission expansion problems of
[27] to include renewable generation. The third case study
considers a multi-scenario variation of the second case study.
In all three cases the linearized DC optimal power flow (OPF)
model is used for the implementation of S . This allows us to
determine if expansion can target carbon reductions under an
economic model for grid operations (generation usage).

A. RTS-79 Benchmark

The first case study adapts the RTS-79 problems of [26]. Up
to three additional circuits are allowed in each corridor. Three
circuits may also be added to the new corridors suggested
in [27]. The costs of adding circuits are found in [27]. The
fuel types for each generator are also contained in [28]. Based
on these fuel types, costs are calculated based on reference
[29] and carbon output per MWH are based on reference [30].
These numbers are reported in Table I. In the case of multiple
generators at a bus, without loss of generality we average cost
and carbon output, weighted by capacity.
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TABLE I
GENERATOR OPERATIONS COST ($ PER MWH) AND CARBON EMISSIONS

(LBS PER MWH)

Bus Cost Carbon Bus Cost Carbon
1 142 .00247 16 101.0 .00201
2 142 .00247 18 110.0 0
7 300 .00170 21 110.0 0
13 300 .00163 22 58.5 0
15 156 .00202 23 101.0 .00220

TABLE II
RESULTS ON PROBLEM RTS-79

C ζ κ C ζ κ
100 3.54 0K 500 2.82 0K
200 3.37 0K 1000 1.77 0K
300 3.21 0K 2000 0.84 66K
400 2.99 0K 2700 0.00 81K

Eight versions of the problem for C =
100, 200, 300, 400, 500, 1000, 2000, and 2700 (constraint
4) were considered. The renewable generation can be added
to each of buses 4, 6, 11, 17, and 20 (totaling up to C)
in increments of 100 MW. Based on the results of [15],
α = β = 3, and γ = ω = 10. As C is fixed and it is
assumed the capacity factors are homogeneous, without loss
of generality we assume the cost of adding generation is 0.
It also assumed enough nameplate capacity and/or storage is
installed to achieve the desired output.

Table II provides the results on the RTS-79 model. As can be
seen here, the network is able to accommodate up to 1000 MW
of new renewable generation (that displaces carbon emitters)
without expansion. At that point, a handful of circuits need
to be added to the system. At 2700 MW, the grid does not
produce any carbon, which is not surprising, as the load is
2700 MW and the renewable generation is ”must take.”

Table III provides the solutions to the problem. The first
column provides the value of parameter C. The next 5 columns
provide the amount of renewable generation added at each bus.
The last column provides the circuits that were added.

B. TNEP Benchmarks

The second case study uses the transmission expansion
planning problems of [27], which are based on the RTS-79
problem. There are 4 problems, G1, G2, G3, and G4 and
the details are found in [27]. In each problem, up to three
new circuits are allowed in each existing corridor. There are

TABLE III
SOLUTIONS TO THE RTS-79 PROBLEMS. COLUMNS 2-6 INDICATE THE
AMOUNT OF GENERATION ADDED IN MW AND THE LAST COLUMN THE

CIRCUITS ADDED.

C 4 6 11 17 20 Circuit
100 100 - - - - -
200 100 - 100 - - -
300 100 - 100 100 - -
400 400 - - - - -
500 300 100 - 100 - -

1000 100 100 600 100 100 -
2000 200 300 100 100 1300 (2,8)

(2,8)
2700 300 100 1900 200 100 (3,9)

(9,11)

TABLE IV
CARBON AND CONSTRUCTION COST RESULTS ON PROBLEM G1, G2, G3,

G4.

G1 G2 G3 G4
C ζ κ ζ κ ζ κ ζ κ

100 9.96 878K 10.27 718K 12.10 459K 11.43 906K
200 9.71 482K 10.06 927K 11.86 368K 11.19 462K
300 9.52 478K 9.88 904K 11.63 234K 10.98 383K
400 9.32 578K 9.55 614K 11.37 266K 10.78 483K
500 9.11 797K 9.46 551K 11.14 250K 10.57 586K

1000 8.18 508K 8.10 496K 9.90 395K 9.69 410K
2000 6.89 410K 7.56 334K 8.18 325K 8.52 248K
3000 4.95 526K 6.77 385K 7.38 250K 7.09 280K

also seven new corridors where up to three circuits may be
added. The generation costs and carbon output are the same
as Table I. In this problem, up to 3000 MW of renewable
generation in 100 MW increments can be added to each of
buses 1, 2, 7, 13, 15, 16, 18, 21, 22, and 23 (existing generation
sites). Eight versions of each problem are considered for
C = 100, 200, 300, 400, 500, 1000, 2000, and 3000 (constraint
4). This problem is also interesting because even before
expansion is applied, the models contain physical violations.
Thus, these must be addressed at the same time as cost and
carbon output and we can compare with solutions that do not
include ζ in the objective. Once again, based on the results
of [15], α = β = 3 and γ = ω = 10. As the amount of
added generation, C, is fixed, we assume the cost of adding
generation is 0.

Table IV shows the results obtained by RCH on these
problems. All 4 problems show a steady decrease in the
amount of carbon that is produced (ζ). The expansion costs
tend to fluctuate when carbon emissions. With this objective,
the plan that is selected is the one that reduces carbon the most
(curtails the heavy carbon emitters the most when the OPF is
executed). As such, cost has limited impact on the plan that is
selected and will not necessarily follow any particular trend.

Figures 2 and 3 drill down into the results of G1 in
order to understand how carbon output impacts the solution
quality. Figure 2 compares a number of different approaches
by consider ζ (y axis) as C increases. The minimize carbon
line shows the results of RCH including ζ in f(σ). The
minimize cost line shows the results of RCH when ζ is
not included in f(σ). The lower bound and upper bound
lines show the bounds for ζ (the heaviest and lightest carbon
emitters curtailed respectively).

There are a number of important observations to make here.
First, RCH (minimize carbon) is able to achieve results very
near the lower bound, indicating that transmission expansion
combined with appropriate placement of renewable generation
can achieve nearly the best case impact. Second, as seen by
the minimize cost results, when κ is the driver of expansion,
adding renewable generation has less of an impact on reducing
ζ. Third, even without ζ the costs still fluctuate to certain de-
gree, mainly as a side-effect of the “must take” generation. At
some levels of C, the additional generation can help alleviate
congestion and at some levels it contributes to congestion, not
unlike what was seen in [3].

The ability to reduce ζ does come at a cost, as seen in
Figure 3. Here it can be seen that the objective of reducing
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Fig. 2. A comparison of ζ when carbon output is an objective and when it
is not.

Fig. 3. A comparison of κ when carbon out is an objective and when it is
not.

ζ can make the cost of expansion as much as four times
more expensive. However, without accepting this cost, adding
renewable generation may not have the carbon emissions
impact that is expected (Figure 2). The solutions are provided
in the appendix. Interestingly, generation is rarely added where
existing carbon free generation is located (buses 18, 21, and
22), indicating that the search does not desire to curtail such
generation with a lack of capacity. It also does not simply
incrementally add renewable generation to the high carbon
emitters (otherwise buses 1 and 2 would have ∼1000 MW of
new generation).

C. Multi Scenario Benchmark

The third case study also uses the transmission expansion
planning problems of [27]. This time the four problems are
treated together as a single multi-scenario problem. They vary
in the amount of existing generation and load. The objective
is to find a solution that minimizes f on average across all
4 scenarios. Eight versions of the problem are considered for
C = 100, 200, 300, 400, 500, 1000, 2000, and 3000 (constraint
4). Based on the results of [15], α = β = 3 and γ = ω =
10. Once again, as C is fixed, we assume the cost of adding
generation is 0.

The results for the multi-scenario problem are shown in

TABLE V
RESULTS ON THE MULTI-SCENARIO BENCHMARK. ζ IS THE AVERAGE

POUNDS OF CARBON PER MW ACROSS ALL FOUR SCENARIOS. κ IS THE
CONSTRUCTION COSTS.

C ζ κ C ζ κ
100 10.9775 630K 500 10.140 876K
200 10.750 899K 1000 9.128 655K
300 10.640 844K 2000 7.425 676K
400 10.335 1131K 3000 6.280 472K

Fig. 4. Comparison of different approaches on ζ as C increases.

Table XII in the appendix. In this case ζ is the average carbon
output for the four scenarios. Once again, a steady carbon
reduction is achieved as C is increased. Interestingly, there
is a more consistent cost reduction as C increases than there
was in the individual scenarios (the average carbon is higher
than each scenario individually). This indicates the scenario
specific solutions do not provide good solutions to the other
scenarios for ζ, and a solution across all scenarios is more
appropriate. Indeed, it shows that when there is a diversity of
scenarios, the maximum carbon reductions for each scenario
cannot be achieved without impacting the other scenarios.

Figures 4 and 5 compare the solutions for when ζ is
included in f(σ) and when it is not. In short, in the multi-
scenario problem, the cost sacrifice to minimize ζ is not
extreme as was seen in Figure 3. This provides evidence that
under multi-scenario situations, maximum carbon reduction
can be achieved without overly large additional costs. The

Fig. 5. Comparison of different approaches on ζ as C increases
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need to generate a solution that is good for multiple scenarios
smooths out the expansion costs (albeit at a higher level).

V. CONCLUSION

Recent trends and future projections indicate a widespread
adoption of green generation, such as wind and solar, is
occurring. Generally speaking, the expectation is that adopt-
ing these technologies will decrease the carbon footprint of
existing power grids. However, as this paper has shown, it
is important to ensure that renewable generation is added
carefully in conjunction with transmission in order to ensure
that renewable generation actually displaces carbon emitting
generators when renewable energy is available. Without such
considerations, the addition of renewable generation can have
a minimal impact on the grids carbon output as it can displace
existing green generation, making the benefit negligible.

There remains a number of interesting questions to address
in future work, including case studies that consider real power
grids that are considering the addition of renewable generation.
In particular, the multi-scenario case study discussed in this
paper suggest future work to include power output from
renewable generation in order to expand grids so that they
exploit spatial diversity in generation output from renewable
sites (generation expansion costs should be included in the
model). It will also be interesting to include operation’s cost
in the expansion objective, is this could further exasperate the
carbon emissions discrepancy. Finally, it will be interesting
to consider how large-scale storage might play a role in this
expansion scenario, in particular, ensuring that the addition of
storage actually helps reduce the carbon output to its maximum
benefit.
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APPENDIX

TABLE VI
SOLUTIONS TO PROBLEMS G1,G2,G3,G4 (MINIMIZE CARBON) CIRCUIT

ADDITIONS

C 100 200 300 400 500 1000 2000 3000
(1,2) 0,0,0,0 0,0,0,0 0,0,0,3 0,0,0,3 0,0,0,0 0,0,3,0 0,0,1,0 0,0,0,0
(1,3) 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0
(1,5) 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,1 3,0,0,0
(1,8) 0,0,0,0 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(2,4) 0,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(2,6) 1,1,0,0 1,1,0,1 1,1,0,0 1,0,0,0 1,1,0,1 0,1,0,1 1,0,0,0 1,1,0,0
(2,8) 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(3,9) 0,1,2,0 0,0,0,0 0,1,0,0 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(3,24) 1,1,0,2 1,1,2,1 1,2,1,1 3,2,1,3 1,1,1,3 0,2,2,1 1,1,1,1 2,1,0,1
(4,9) 0,0,0,0 0,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(5,10) 0,0,1,1 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0
(6,7) 0,0,0,1 0,2,0,0 0,1,0,0 0,3,0,0 0,1,0,1 1,0,0,1 0,1,0,0 0,1,0,1
(6,10) 1,0,1,3 1,0,3,0 0,0,1,2 0,0,2,2 1,0,1,0 0,0,1,0 0,1,1,1 0,0,1,0
(7,8) 3,1,2,3 3,1,3,3 3,2,2,3 3,1,3,3 3,1,3,3 3,3,3,3 3,1,3,3 3,1,3,3
(8,9) 0,0,0,2 0,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0 0,0,2,0 0,0,0,0 0,1,0,0
(9,11) 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(9,12) 0,0,0,0 0,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,1 0,0,0,1 0,1,0,0
(10,11) 1,0,1,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,1,0,0 0,0,0,0
(10,12) 0,0,0,1 0,1,1,0 0,0,1,1 0,1,1,1 1,0,1,0 1,0,1,0 0,1,1,0 0,0,2,0
(11,13) 0,0,1,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,1,0,0 0,0,0,1
(11,14) 0,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(12,13) 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,1
(12,23) 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(13,14) 0,1,0,2 0,0,0,0 0,0,0,0 0,0,0,0 1,2,0,1 0,0,0,0 0,0,0,1 0,0,0,0
(14,16) 2,0,1,0 1,0,0,0 1,1,0,0 1,1,0,0 0,0,0,0 1,1,0,1 1,0,0,0 1,1,0,0
(14,23) 0,1,0,1 0,1,1,1 0,1,1,1 0,0,1,1 0,0,1,1 0,0,1,0 0,0,1,0 0,0,1,0
(15,16) 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(15,21) 0,1,0,0 1,3,0,0 2,1,0,0 2,2,0,0 3,1,0,1 1,2,0,0 1,0,0,0 1,0,0,0
(15,24) 0,1,0,2 1,1,0,1 1,3,0,1 1,1,0,1 1,1,0,1 0,1,0,1 1,0,1,0 1,1,0,0
(16,17) 3,1,1,1 2,1,1,1 1,1,0,1 1,1,0,1 1,1,0,0 3,1,0,1 1,1,0,0 1,0,0,0
(16,19) 1,1,0,0 1,1,0,0 1,0,0,0 1,0,0,0 1,1,0,0 1,0,0,0 1,0,0,0 1,0,0,0
(16,23) 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(17,18) 1,1,0,1 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0
(17,22) 1,0,0,0 0,0,0,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(18,21) 0,0,1,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(19,20) 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(19,23) 0,0,1,0 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0
(21,22) 0,1,0,0 0,0,0,0 0,0,0,0 0,0,0,0 1,0,0,0 0,0,0,0 0,0,0,0 0,0,0,0

TABLE VII
SOLUTIONS TO G1 PROBLEM (MINIMIZE CARBON) GENERATION

ADDITIONS IN MW

C 100 200 300 400 500 1000 2000 3000
1 - 100 100 100 100 200 100 800
2 100 - 100 100 100 100 200 100
7 - 100 - 100 100 400 100 100
13 - - - 100 100 - 100 1900
15 - - - - 100 100 100 -
16 - - 100 - - - 1400 100
18 - - - - - 100 - -
21 - - - - - 100 - -
22 - - - - - - - -
23 - - - - - - - -

TABLE VIII
SOLUTIONS TO G2 PROBLEM (MINIMIZE CARBON) GENERATION

ADDITIONS IN MW

C 100 200 300 400 500 1000 2000 3000
1 - 100 - 100 300 100 200 200
2 100 - - 100 - 1000 100 600
7 - - 100 100 - 100 100 100

13 - - 100 - 100 - 1400 500
15 - 100 100 - 100 - 100 1300
16 - - - 100 - - 100 100
18 - - - - - - - -
21 - - - - - - - 100
22 - - - - - - - 100
23 - - - - - - - -

TABLE IX
SOLUTIONS TO G3 PROBLEM (MINIMIZE CARBON) GENERATION

ADDITIONS IN MW

C 100 200 300 400 500 1000 2000 3000
1 100 100 100 300 400 100 100 -
2 - - 100 - - 800 800 100
7 - 100 - 100 100 100 100 1000

13 - - 100 - - 100 1500 -
15 - - - - - - - 100
16 - - - - - - 900 100
18 - - - - - - - 100
21 - - - - - - - 100
22 - - - - - - - -
23 - - - - - - - -

TABLE X
SOLUTIONS TO G4 PROBLEM (MINIMIZE CARBON) GENERATION

ADDITIONS IN MW

C 100 200 300 400 500 1000 2000 3000
1 - 100 100 100 300 400 600 100
2 100 100 100 100 100 100 100 100
7 - - - - 100 100 300 700

13 - - - - - - 800 1700
15 - - 100 100 - 100 100 100
16 - - - - - 100 100 100
18 - - - - - - - -
21 - - - 100 - 100 - 100
22 - - - - - 100 - 100
23 - - - - - - - -

TABLE XI
SOLUTIONS TO MULTI-SCENARIO PROBLEM (MINIMIZE CARBON)

GENERATION ADDITIONS IN MW

C 100 200 300 400 500 1000 2000 3000
1 - 100 100 100 100 400 800 100
2 - 100 100 100 100 500 100 300
7 100 - - 100 - 100 100 900

13 - - - 100 100 - 700 1200
15 - - - - 100 - 100 100
16 - - 100 - 100 - 100 100
18 - - - - - - - -
21 - - - - - - 100 300
22 - - - - - - - -
23 - - - - - - - -
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TABLE XII
SOLUTIONS TO MULTI-SCENARIO PROBLEM (MINIMIZE CARBON)

CIRCUIT ADDITIONS

C 100 200 300 400 500 1000 2000 3000
(1,2) 0 0 0 2 0 0 0 0
(1,5) 0 0 1 0 0 1 2 1
(1,8) 0 0 0 0 0 0 0 1
(2,6) 1 1 0 0 1 2 1 2
(3,24) 1 1 1 1 3 0 3 0
(4,9) 0 0 0 0 0 0 0 1
(5,10) 0 1 0 0 0 1 0 0
(6,7) 0 0 1 2 0 0 0 1
(6,10) 2 1 1 2 2 0 0 0
(7,8) 3 3 3 3 3 3 3 3
(9,12) 0 1 0 0 0 1 0 0

(10,11) 0 1 0 2 0 0 0 0
(10,12) 1 1 2 0 1 0 0 0
(11,13) 0 0 0 1 0 0 0 0
(12,23) 0 1 1 1 1 0 0 0
(13,14) 0 0 0 3 1 0 1 0
(13,23) 0 0 0 1 0 0 0 0
(14,16) 1 1 1 2 1 1 0 1
(14,23) 0 0 0 0 0 1 0 0
(15,16) 0 0 2 1 0 0 0 0
(15,21) 0 3 1 1 2 3 1 1
(15,24) 1 1 1 1 1 0 1 0
(16,17) 3 1 1 1 1 1 1 1
(16,19) 1 1 1 1 1 1 1 1
(16,23) 1 0 1 0 0 0 1 0
(17,18) 1 0 0 1 1 0 0 0
(20,23) 0 1 0 0 0 0 0 0


