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ABSTRACT

A hybrid model for numerical solutions of the Vlasov–Poisson equations is presented, which blends spectral and particle approaches. The
model splits the distribution function for plasma species into both spectral and particle representations in the velocity space to combine the
advantages of each approach. The spectral representation leverages asymmetrically weighted Hermite basis, whereas the particle
representation leverages the particle-in-cell method. Configuration phase space is decomposed with the Fourier method, which is well suited
for periodic problems. We derive conservation equations for mass, momentum, and energy for the proposed combined method. It is shown
that the coupling error between the two methods is absent in the semi-discrete setting (not taking into account time discretization). Finally,
numerical test cases are presented simulating a weak electron beam interaction with plasma, leading to beam–plasma instability. The initially
localized electron beam evolved into a highly non-equilibrium distribution function in the velocity space. A small growth rate and the reso-
nance nature of instability make it difficult to obtain accurate solutions for purely particle methods due to noise, which falls as � 1=

ffiffiffiffiffiffi
Np

p
with a number of particles. At the same time, purely spectral methods may require a large number of modes to capture the highly non-
equilibrium state of the evolved beam. We show that the hybrid method is well suited for such problems: it reproduces the linear stage as well
as nonlinear dynamics with sufficient accuracy using a highly non-equilibrium distribution function.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0179464

I. INTRODUCTION

Accurate numerical solutions of the nonlinear Vlasov–Maxwell
(VM) equations are of great interest in many situations. For example,
describing mechanisms of energy release,1,2 plasma turbulence,3 and
particle acceleration.4 However, such solutions present considerable
challenges. First, the particle distribution function (PDF) evolves in six-
dimensional phase space and this high dimensionality greatly increases
the number of unknowns. Second, plasmas are characterized by several
disparate internal scales (e.g., Debye length, Larmor radii, inertial
lengths, etc.), which need to be simultaneously resolved but that are

normally orders-of-magnitude smaller than the system size. For exam-
ple, global simulations of the solar wind interaction with the Earth’s
magnetosphere involve system sizes of the order of hundreds of Earth
radii (� 106 km) but may need to resolve narrow boundary layers of
width 1km, while local Debye lengths in the inner magnetosphere range
between 1 and 100 m. Additionally, magnetized plasmas can be strongly
anisotropic, with characteristic spatial and temporal scales different by
several orders of magnitude along and across the magnetic field.

There exist various numerical methods for the solution of the
VM system. One can classify them by the phase space discretization.
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The most popular technique is the particle-in-cell (PIC) method.5 In
the PIC method, the phase space is discretized with macro-particles,
which follow the characteristics of the Vlasov equation. Such discreti-
zation results in a very efficient but relatively low accuracy method.
Thus, while an important strength of a particle approach is its ability
to resolve complex PDFs, the poor scaling of the statistical sampling
noise with the number of macro-particles Np, which falls as
� 1=

ffiffiffiffiffiffi
Np

p
, is a major limitation. Another approach is based on a spec-

tral discretization of velocity space,6–12 where the PDF is expanded in a
series of basis functions similar to the classic moment expansion.
These methods do not suffer from statistical noise but convergence of
the expansion could be slow and positivity of the PDF is not guaran-
teed. The proper choice of basis functions (i.e., its optimization)13–15

can dramatically improve convergence, making it much more compu-
tationally efficient/accurate than PIC methods in some situations.16 A
third class of methods, the so-called Eulerian–Vlasov methods,17–22

discretize phase space with a six-dimensional mesh.
In this paper, we introduce a hybrid method that combines PIC

and spectral approaches in order to exploit the advantages offered by
both methods. Conceptually, we divide the PDF into distinct parts that
are separately represented with either PIC macro-particles or by a
spectral expansion. The distinct parts of the PDF are evolved according
to their own Vlasov equation, coupled by the self-consistent electro-
magnetic field, which combines the contributions of all parts. The
need for PDF separation may depend on the specific problem at hand,
but the general idea is to treat the bulk part of the PDF with a suitable
spectral expansion and treat the remaining part of the PDF, which can
show more complex structures (e.g., shocks, beams, etc.), with macro-
particles. In this work, the main focus is on velocity space discretiza-
tions. The spatial coordinate is expanded in Fourier space, which is
well suited for periodic domain problems. We analyze the conservation
properties of the proposed method in a semi-discrete setting (assuming
the temporal variable is continuous) and show the absence of a cou-
pling error between the two representations for mass, momentum, and
energy conservation. Thus, the conservation properties of the hybrid
method are inherited from both the PIC and spectral approaches. The
present implementation exploits the cloud-in-cell method (linear inter-
polation for the shape function)23 for the PIC approach, which con-
serves total mass and momentum. The asymmetric Hermite
polynomial basis is used for the spectral approach, which conserves
total mass, momentum, and energy13 (note that a fully implicit time
integration scheme is required for energy conservation9).

We discuss a particular implementation of this general concept to
the one-dimensional electrostatic VM system and apply it to simula-
tions of the interaction between a tenuous electron beam and a back-
ground plasma, i.e., by solving the Vlasov–Poisson system. In this
problem, the denser background (bulk) plasma is represented with a
spectral expansion, while the beam is represented using macro-
particles. Two cases are considered: one is a short-box problem where
only one linearly unstable mode is resolved, and another is a larger sys-
tem size with more complex nonlinear dynamics. In the first case, we
compare the hybrid model to a fully spectral (reference) solution and
show the expected statistical convergence of the hybrid method with
the number of particles. In the second case, we demonstrate the capa-
bilities of the hybrid method resolving a distribution function, which
significantly deviates from a Maxwellian distribution resulting from
the beam–plasma interaction. For this case, we show that the linear

growth rates are in agreement with the kinetic dispersion equation for
the unstable modes, which serve as an additional verification. For both
numerical tests, we demonstrate the conservation properties of the
hybrid method, which are consistent with our analysis.

The paper is organized as follows: Sec. II introduces the mathe-
matical formulation of the new method on the Vlasov–Poisson system.
Derivations of conservation properties of the new method are shown
in Sec. III. The results comparing the new hybrid method against a
fully spectral method are discussed in Sec. IV. Finally, Sec. V draws
conclusions of the paper.

II. METHOD DESCRIPTION

We consider the one-dimensional Vlasov–Poisson system
describing the behavior of a collisionless plasma in the electrostatic,
unmagnetized limit. The Vlasov–Poisson system for the distribution
function f fðx; v; tÞ of each plasma species f (e.g., electrons and ions)
and the electric field E(x, t) takes the form

@f f

@t
þ v

@f f

@x
þ qf

mf
E
@f f

@v
¼ 0; (1)

@E
@x

¼
X
f

qf
ðþ1

�1
f fdv ¼

X
f

qf; (2)

where qf is the charge density for species f. We consider the case of
periodic boundary conditions

f fðt; 0; vÞ ¼ f fðt; L; vÞ; Eðt; 0Þ ¼ Eðt; LÞ; lim
v!61 f fðt; x; vÞ ¼ 0;

(3)

where t � 0; x 2 ½0; L�, and v 2 R are time, space, and velocity varia-
bles, respectively, L is the length of the spatial domain, and qf and mf

are the charge and mass of species f, respectively. In Eqs. (1) and (2),
all quantities are dimensionless with the normalization units defined
as

t ¼ tdxpe; x ¼ xd

kD
; E ¼ ekD

Te
Ed; v ¼ vd

vthe
; (4)

f ¼ vthe
f d

n0
; q ¼ qd

e
; m ¼ md

me
; (5)

where the superscript d denotes the dimensional variables; xpe

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pe2n0=me

p
is the electron plasma frequency; kD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Te=4pe2n0
p

is the electron Debye length; vthe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Te=me

p
is the electron thermal

velocity; n0 is the reference plasma density; e, me, and Te are the scalar
elementary charge, the electron mass, and the reference electron tem-
perature, respectively.

We seek the distribution function of the form

f f ¼ f sf þ f pf; (6)

where both f sf and f pf satisfy Vlasov’s equation (1), but only f f satis-
fies the full Vlasov–Poisson system (1–2) that involves all species f.
The self-consistent electric field is provided by Eq. (2), which involves
the full distribution function f f.

The Vlasov equation for f sf, where the superscript “sf” stands for
“spectral” species, is solved numerically by using the spectral method
developed in Refs. 8 and 9. The Vlasov equation for f pf, where super-
script “pf” stands for “particle” species, is numerically solved by using
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the particle-in-cell (PIC) technique.5 In general, one can have a variety
of spectral species and particle species, i.e., Eq. (6) will take the form

f f ¼
X
s

f sf þ
X
p

f pf; (7)

and the decomposition can vary adaptively in time. For simplicity, in
this work, the splitting adopted in Eq. (6) is defined only once at the
beginning of the simulation. In some situations, dynamically transfer-
ring parts of f pf to f sf and vice versa would be advantageous, but this
is left for future work.

A. Discretization of the Vlasov equation
with the PIC technique

The distribution function f pf for each particle species is provided
by using the explicit formulation of the PIC method.5 In the PIC tech-
nique, the plasma is characterized by macro-particles, each represent-
ing a large number of particles of the physics system of interest that
occupy a given region of phase space. The trajectories of the macro-
particles, given by characteristics of the Vlasov equation, are

dxpfi
dt

¼ vpfi ;
dvpfi
dt

¼ qpf

mpf
Eðxpfi Þ; (8)

for i ¼ 1;…;Npf, where Npf is the number of macro-particles describ-
ing species pf; xpfi ; vpfi ; q

pf; andmpf are the position, velocity, charge,
and mass of the ith macro-particle, respectively, and Eðxpfi Þ is the elec-
tric field at the macro-particle position xpfi .

The electric field at the macro-particle position, Eðxpfi Þ, is com-
puted by

Eðxpfi Þ ¼
XNx�1

j¼0

EjSðxj � xpfi Þ; (9)

where Ej is the electric field at the Nx nodes xj ¼ jL=Nx ¼ jDxðj
¼ 0;…;Nx � 1Þ of a uniform Eulerian grid and Sðx � xpfi Þ is the so-
called shape function.23 In the present paper, we use a linear interpola-
tion for the shape function, corresponding to the cloud-in-cell
algorithm.23

Similarly, the charge density on the grid, necessary for the solu-
tion of Poisson’s equation (2), is obtained from the interpolation of the
macro-particle’s charge

qpfj ¼ qpfðxjÞ ¼ 1
Dx

XNpf
p

i¼1

qpfwpfSðxj � xpfi Þ; (10)

where wpf is the weight of each macro-particle, and Npf
p is the number

of particles of the corresponding particle species.

B. Discretization of the Vlasov equation
with the spectral method

In order to solve Eq. (1) for the distribution function f sf, we con-
sider the Galerkin method based on the Fourier trigonometric func-
tions for the space representation24 and the asymmetrically weighted
Hermite (AWH) basis functions for the velocity representation.6–9,13

Using Fourier trigonometric functions allows a very natural

implementation of periodic boundary conditions in space. The Fourier
trigonometric functions are defined by

gkðxÞ ¼ exp
2p
L
ikx

� �
; (11)

and satisfy the orthogonality relation

1
L

ðL
0
gkðxÞg�k0 ðxÞ dx ¼ dk;k0 : (12)

The asymmetrically-weighted Hermite basis functions consist of two
sets of functions

WnðnÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
p2nn!

p HnðnÞe�n2 ; WnðnÞ ¼ 1ffiffiffiffiffiffiffiffiffi
2nn!

p HnðnÞ; (13)

whereHnðnÞ is the Hermite polynomial of degree n given by the recur-
sive definition

H0ðnÞ ¼ 1; H1ðnÞ ¼ 2n; Hnþ1ðnÞ ¼ 2nHnðnÞ � 2nHn�1ðnÞ:
(14)

These two sets of functions satisfy the duality relation expressed by the
orthogonality conditionðþ1

�1
WnðnÞWmðnÞdn ¼ dn;m: (15)

Next, we expand the distribution function and the electric field as

f sfðt; x; vÞ ¼
XNv�1

n¼0

XNk

k¼�Nk

Csf
n;kðtÞWnðnsfÞgkðxÞ; (16)

EðxÞ ¼
XNk

k¼�Nk

ÊkgkðxÞ; (17)

where Nv is the number of Hermite modes, Nk is the number of Fourier
modes in space satisfying the condition Nx ¼ 2Nk þ 1, and nsf ¼ ðv
�usfÞ=asf with usf and asf being the user-defined constant parameters.
Substituting Eqs. (16) and (17) into Eq. (1) for f sf and using the orthog-
onality relations, we obtain the following system of equations:16

dCsf
n;k

dt
¼ Ln;k C

sf½ � þNn;k C
sf½ � � �gðnÞCsf

n;k; (18)

with indices n ¼ 0;…;Nv � 1 and k ¼ �Nk;…;Nk,

Ln;k C
sf½ � ¼ �asf

2pik
L

ffiffiffi
n
2

r
Csf
n�1;k þ

usf

asf
Csf
n;k þ

ffiffiffiffiffiffiffiffiffiffiffi
nþ 1
2

r
Csf
nþ1;k

 !
;

(19)

Nn;k C
sf½ � ¼ qsf

msfasf
Ê� �

ffiffiffiffiffi
2n

p
Csf
n�1;�

h i
k
; (20)

and the convolution operator defined as

A� � B�½ �k ¼
XNk

k0¼�Nk

Ak�k0Bk0 ; (21)

where � subscript indicates the index over which the convolution is
performed. The last term in (18) is an artificial collision operator,
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which is commonly introduced in spectral (and Eulerian–Vlasov)
methods to prevent filamentation (i.e., recurrence), with the collisional
rate �. In this work, we used the collisional operator introduced in Ref.
16, in the form

gðnÞ ¼ nðn� 1Þðn� 2Þ
ðNv � 1ÞðNv � 2ÞðNv � 3Þ ; (22)

which is designed to be nonzero for the higher moments, but not to
change the coefficients Csf

n;k for n< 3. This choice avoids the error in
mass, momentum, and energy conservation due to artificial
collisionality.

The Fourier component of the spectral charge density q̂sf
k is

obtained by analytically computing the integral on the right-hand side
of (2) as follows:

q̂sf
k ¼ qsfasfCsf

0;k: (23)

A straightforward implementation of the convolution (21) would
be inefficient as the algorithmic complexity scales like OðN2

x Þ. A more
efficient implementation is possible in real space, where it has a local
form,25 using the fast Fourier transform (FFT) algorithm.26 This
reduces the algorithmic complexity to OðNx logNxÞ. It is worth men-
tioning that in our work, we did not use any dealiasing technique as
there were no obvious symptoms of aliasing errors (e.g., numerical
instabilities, etc.24) that may be introduced in the numerical approxi-
mation of nonlinear terms by spectral methods.

C. Spectral discretization of Poisson’s equation

In the hybrid method, the PIC and spectral parts are coupled by
Poisson’s equation (2). The Poisson equation is solved numerically by
the Fourier-based spectral method, and its discrete formulation is
obtained using the expansion (17) and the orthogonality condition
(12)

Êk ¼ L
2pik

X
f

q̂sf
k þ

X
f

q̂pf
k

� �
; (24)

where the kth Fourier component of the particle charge density q̂pf
k is

given by (10) through the discrete Fourier transform

q̂pf
k ¼ 1

Nx

XNx�1

j¼0

qpfj g�kðxjÞ: (25)

Note that Eq. (24) is valid for k 6¼ 0, while for k¼ 0, Ê0 ¼ 0 is used to
impose the total charge neutrality of the system.

Finally, Eq. (17) is used to obtain the electric field on the Eulerian
grid for PIC

Ej ¼
XNk

k¼�Nk

ÊkgkðxjÞ: (26)

D. Time integration

Equations (8) and (18) form a system of ordinary differential
equations that can be integrated in time from a given initial condition.
We apply the second-order operator splitting where linear and

nonlinear terms of the Vlasov equation (1) are separated. Specifically,
the linear part is

@f f

@t
¼ L f f

� �
¼ �v

@f f

@x
; (27)

and is treated as

dxpfi
dt

¼ vpfi ;
dvpfi
dt

¼ 0 (28)

for the PIC part and as

dCsf
n;k

dt
¼ Ln;k C

sf½ � (29)

for the spectral part.
Furthermore, the nonlinear part corresponds to

@f f

@t
¼ N f f

� �
¼ � qf

mf
E
@f f

@v
; with

@E
@x

¼
X
f

qf
ðþ1

�1
f fdv:

(30)

It is treated as

dxpfi
dt

¼ 0;
dvpfi
dt

¼ qpf

mpf
Eðxpfi Þ (31)

for the PIC part and as

dCsf
n;k

dt
¼ Nn;k C

sf½ � (32)

for the spectral part.
Therefore, to advance the distribution function in a time step Dt,

we perform the following steps:

(i) First, given the initial conditions at time th ¼ hDt, the linear
part L is advanced by a half time-step Dt=2 with the fully
implicit Crank–Nicolson scheme.27 For the PIC part, this yields

x�i ¼ xhi þ
Dt
2
vhi þ v�i

2
; v�i ¼ vhi ; (33)

where species superscripts were omitted in favor of time step,
i.e., xh ¼ xðthÞ. Note that Eq. (33) reduces to the exact integra-
tion by the forward Euler method. The same time discretiza-
tion for the spectral part takes the form

C�
n;k ¼ Ch

n;k þ
Dt
2
Ln;k

C� þ Ch

2

� �
: (34)

The Poisson equation (24) is solved to update the electric field
prior to the nonlinear step.

(ii) Next, starting from the final conditions of the previous step
(labeled with superscript �), the time integration of the nonlin-
ear part

dxpfi
dt

¼ 0;
dvpfi
dt

¼ qpf

mpf
Eðxpfi Þ; (35)

dCsf
n;k

dt
¼ Nn;k C

sf½ �; (36)
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by a full time step Dt is performed with the standard explicit
fourth-order accurate Runge–Kutta (RK) method. While the
overall splitting method is second-order in temporal accuracy,
it has been shown that for the nonlinear part, the fourth-order
Runge–Kutta method performs better than the lower-order RK
schemes (i.e., it is well balanced between –required computa-
tional steps and –permitting larger time steps).9

(iii) Finally, we repeat the first step (i) starting from conditions
obtained at the end of (ii).

This scheme is presented in Fig. 1.
The focus of this paper is a novel discretization of a phase space.

Thus far, we did not look for optimal temporal discretization leaving it
for future work. Hence, to reduce the effect of the time integration, we
choose sufficiently small time step in all performed tests (subsequent
reduction of the time step does not change the results presented in this
paper).

III. CONSERVATION PROPERTIES

The purpose of this section is to investigate the conserving
properties of the hybrid method in semi-discrete setting (temporal
variable is considered continuous). Similar analysis for PIC and spec-
tral methods was heavily investigated in the past.5,13 In general, com-
bining the two methods may result in conservation errors that
include both the errors from the original methods and coupling
errors. This section shows that there is no coupling error in mass,
momentum, and energy conservation associated with combining
phase space discretizations.

A. Mass conservation

We will start with the trivial example of mass conservation.
Obviously, the PIC conserves the total mass; thus, the error in mass
conservation may only come from the spectral part. To estimate the
error, we write the mass corresponding to the spectral part as follows:

Ms ¼
X
f

ðL
0

ð1
�1

f sfdxd v ¼ L
X
f

asfCsf
0;0: (37)

Since we have

dCsf
0;0

dt
¼ 0 ) dMs

dt
¼ 0; (38)

which follows directly from the system of equations (18).

B. Momentum conservation

The second important integral of motion is total momentum.
The momentum is a linear function of evolving variables; therefore,
one can expect the coupling momentum error to be zero. To confirm
this conjecture, we first find the particle’s momentum,

Pp ¼
X
f

XNpf
p

i¼1

mpfwpfvpfi ; (39)

and the time evolution

dPp

dt
¼
X
f

Dx
XNx�1

j¼0

Ejq
pf
j ¼ L

XNk

k¼�Nk

Ê�kq̂
p
k; (40)

where Eqs. (8) and (10) have been used to interpolate the particle’s
information on the grid. Next, the momentum of the spectral part

Ps ¼
X
f

msf
ðL
0

ð1
�1

vf sfdxd v ¼ L
X
f

msfasf usfCsf
0;0 þ

asfffiffiffi
2

p Csf
1;0

 !
:

Again, taking the time derivative, we note

dCsf
1;0

dt
¼

ffiffiffi
2

p
qsf

msfasf
XNk

k¼�Nk

Ê�kC
sf
0;k

from Eq. (18) and thus (recall, qsfk ¼ Csf
0;k)

dPs

dt
¼ L

XNk

k¼�Nk

Ê�kq̂
s
k: (41)

Finally, we notice that

L
XNk

k¼�Nk

Ê�kq̂
p
k þ L

XNk

k¼�Nk

Ê�kq̂
s
k ¼ 2pi

XNk

k¼�Nk

kjÊkj2 ¼ 0; (42)

where we have used Eq. (24) and the fact that E�k and Ek are complex
conjugates, which finally gives

d
dt

Pp þ Psð Þ ¼ 0: (43)

Therefore, the total momentum is conserved in the semi-discrete
approximation.FIG. 1. Schematic representation of the time integration step.
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C. Energy conservation

The last and most complicated integral is energy. As before, we
start with the particles. The kinetic energy reads

Tp ¼ 1
2

X
f

XNpf
p

i¼1

mpfwpfðvpfi Þ2; (44)

and its time derivative

dTp

dt
¼ Dx

XNx�1

j¼0

EjJ
pf
j ¼ L

XNk

k¼�Nk

Ê�kĴ
p
k; (45)

which is obtained similarly to Eq. (40), with current and its Fourier
transform defined as

Jpj ¼ 1
Dx

X
f

XNpf
p

i¼1

qpfvpfi w
pfSðxi � xjÞ; (46)

Ĵ
p
k ¼

1
Nx

X
f

XNx�1

j¼0

Jpfj exp �2pi
kxj
L

� �
: (47)

Next, the kinetic energy of the spectral part

Ts ¼ 1
2

X
f

msf
ðL
0

ð1
�1

v2f sfdxdv

¼ L
2

X
f

asfmsf ðusfÞ2 þ ðasfÞ2
2

� �
Csf
0;0

�

þ
ffiffiffi
2

p
asfusfCsf

1;0 þ
ðasfÞ2ffiffiffi

2
p Csf

2;0

�
: (48)

Again, the time derivative components are obtained with Eq. (18) and
yields

dTs

dt
¼ L

XNk

k¼�Nk

Ê�kĴ
s
k; (49)

with the total current defined as

Ĵ
s
k ¼

X
f

qsfasf usfCsf
0;k þ

asfffiffiffi
2

p Csf
1;k

 !
: (50)

Now, the electrostatic energy

P ¼
ð
E2

2
dx ¼ L

2

XNk

k¼�Nk

jÊkj2; (51)

and the time derivative

d
dt

P ¼ �L
XNk

k¼�Nk

Ê�kĴ
p
k � L

XNk

k¼�Nk

Ê�kĴ
s
k; (52)

where we defined

Ĵ
s0

k ¼ � L
2pik

dq̂s0
k

dt
; for s0 2 fs; pg: (53)

Note that the change in potential energy as shown in Eq. (52) does not
have any cross-terms and thus there are no coupling effects when com-
bining the spectral and particle methods in the given approach for
energy conservation. Assembling all the terms together, we have

d
dt

Ts þ Tp þPð Þ ¼ �s þ �p: (54)

The error contribution from the spectral method is zero

�s ¼ L
XNk

k¼�Nk

Ê�k Ĵ
s
k � Ĵ

s
k

	 

¼ 0; (55)

because

Ĵ
s
k ¼ �

X
f

L
2pik

dqsfk
dt

¼ �
X
f

qsfasf
L

2pik

dCsf
0;k

dt
¼ Ĵ

s
k; (56)

where the time derivative of C0;k is obtained from the system of equa-
tions (18) and Jsk is defined in Eq. (50). Finally, the error contribution
from particles is generally not zero

�p ¼ L
XNk

k¼�Nk

Ê�k Ĵ
p
k � Ĵ

p
k

	 

: (57)

One can change the particle shape function, so that Ĵ
p
k ¼ Ĵ

p
k to con-

serve energy. However, this will result in a method that does not con-
serve momentum similarly to classical PIC codes; cf. Ref. 5. At the
same time, a gridless formulation of PIC that relies on Fourier basis in
space can offer both momentum and energy conservation.28 With
unequally spaced fast Fourier transform algorithms,29,30 it can achieve
efficiency close to that of the classical PIC with FFT. Alternatively, a
hybrid grid treatment was proposed in Ref. 31, with a Lagrangian
treatment of the particle’s velocity and a Eulerian approach for all of
the spatial dynamics; it achieves the conservation of momentum and
energy simultaneously. However, since we focus on the efficient veloc-
ity space discretization, in this work, we have utilized the classical PIC
approach based on its widespread use and the ease of implementation.
A fully conservative hybrid method is left for future work.

It is important to note that the conservation of energy in the spec-
tral method that follows from Eq. (55) will hold with an implicit time
discretization scheme such as the implicit midpoint method16 and will
not hold for the operator splitting scheme utilized in this work.

IV. RESULTS

In this section, we compare the hybrid method against the fully
spectral method for the example of a weak electron beam propagating
in a plasma, with the beam density nbeam ¼ 10�2. In the case of low
beam density, this problem requires highly accurate methods and is
challenging for conventional PIC methods because the timescale
required to reach the saturated state is long, proportional to 1=nbeam,

32

and because the instability saturates at relatively small amplitudes.
Thus, it becomes computationally expensive to achieve satisfactory
accuracy and may require specific initialization techniques to keep the
statistical noise level low. On the other hand, in the spectral method, a
high number of Hermite polynomials might be required to capture the
correct system dynamics because the distribution function forms a
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plateau in the velocity space, which significantly deviates from a
Maxwellian distribution.

Given these considerations, our goal is to use this problem as a
test-bed to determine whether the hybrid method could be a good
compromise between a high accuracy noiseless spectral approach and
a particle method, which works well for arbitrarily complicated distri-
bution functions.

Two similar test cases are considered that differ only in the system
length and resolution. First, a “single-mode” test where system size L is
approximately equal to the most unstable mode wavelength kinst, i.e.,
L � kinst ¼ 2p=kinst with kinst � xpe=vmean (recall, xpe ¼ 1 due to the
normalization), where vmean is the mean velocity of electron beam. In
this case, the deviation of the initial velocity distribution function from
Maxwellian is not too severe. For the second test case, we increase the
domain size (L ¼ 30kinst) to resolve the spectrum of linearly unstable
modes (excite ten of them simultaneously) and expect the distribution
function to flatten due to quasi-linear interactions. In this case, we show
that the hybrid method with particle treatment of the electron beam cap-
tures the linear regime with a good accuracy and develops a plateau in
the velocity space during the nonlinear stage. Due to severe deviation of
the beam distribution from Maxwellian, the fully spectral method based
on AWHbasis (well suited to near-Maxwellian behavior) fails in the early
nonlinear stage, with its coefficients diverging for the resolution consid-
ered. Dynamic change of free parameters a; u for AWH basis functions
is known to improve convergence,33 or control global stability in terms of
L2-norm by a time-dependent scaling function,34 but these topics are
beyond the scope of this paper; thus, we omit comparison of the hybrid
and the spectral methods in the case of multiple linearly unstable modes.

A. Problem setup and initialization

Here, we outline the parameters common to both test cases. We
consider a spatially uniform plasma consisting of three particle species,
bulk ions (singly-charged protons with zero mean velocity), bulk elec-
trons (electrons with zero mean velocity), and beam electrons (small
portion of electrons with high mean velocity). The detailed parameters
for each particle species are listed in Table I, following the normalization
described in Sec. II. We initialize all species with Maxwellian distribution
functions of different mean velocities (vmean ¼ 0 for the bulk and
vmean ¼ vbeam ¼ 10 for the beam). The electron temperature is the same
for bulk and beam electrons, Te¼ 1, while ions are colder, Ti ¼ 0:1.

The initial electron distribution function is

f eðt ¼ 0; x; vÞ ¼ 1� nbeamð Þffiffiffiffiffi
2p

p exp � v2

2

� �

þ nbeamffiffiffiffiffi
2p

p exp
�ðv� 10Þ2

2

� �
; (58)

where the bulk electrons are initialized by setting Cs;bulk
0;0 ¼ ð1

�nbeamÞ=abulk with abulk ¼ ffiffiffi
2

p
; ubulk ¼ 0. Note that only one spectral

coefficient is sufficient to represent the initial Maxwellian distribution
function in the velocity space (the initial perturbation in space for each
numerical case is described below). The electron beam is initialized simi-
larly, by setting Cs;beam

0;0 ¼ nbeam=abeam in the spectral method with
abeam ¼ ffiffiffi

2
p

; ubeam ¼ 10, and in the hybrid method by sampling particle
velocities from a pseudorandom number sequence. The ion distribution
function is initialized with Cs;i

0;0 ¼ 1=ai, where ai ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:2=1836

p
; ui ¼ 0.

B. Single-mode configuration

In order to compare hybrid and spectral methods, two types of
simulations are performed. In all simulations, the bulk ions and elec-
trons are treated with the spectral method, where the number of
Hermite polynomials is fixed at Nv¼ 64. A reference solution is
obtained by using the fully spectral method where the electron beam is
resolved with Nv¼ 4096 Hermite modes. At the same time, the hybrid
method represents the electron beam with the PIC technique, where
the number of beam particles per computational cell is varied as
Np ¼ 32; 128; 512; 2048; 8192. The collisional frequency � for the
bulk ions and electrons in all single-mode simulations is set to 1 and
50, while for the electron beam in the reference solution to 150 (the
values are chosen to keep the solutions stable while not interfering
with physical results and convergence properties). Note that the colli-
sion factor �gðnÞ given in Eq. (18) is approximately �n3=N3

v , and with
the collision frequency �¼ 150 for electron beam in the reference solu-
tion, its value is 0.29 for the mode number Nv¼ 512, and it decreases
at a cubic rate for lower mode numbers.

The parameters common to the spectral and hybrid methods are the
following: the time step is Dt ¼ 0:0125, with the total simulation time
T¼ 150; the domain length is L ¼ 20p; the number of spatial grid points
is Nx¼ 65. The time step was chosen to resolve the plasma frequency,
xpeDt � 1 and to be small enough not to significantly contribute to
numerical error (vs phase space discretization error). The spatial resolu-
tion was chosen to cover the most unstable wavenumbers (i.e., near the
Landau resonance) and to resolve the Debye length, kkD � 1.
Convergence studies were performed to ensure that time and space discre-
tization errors do not significantly affect the results of this section and are
small in comparison with velocity space discretization errors (not shown).

In this case, a single unstable mode kL=2p ¼ 1 is perturbed for
the bulk electron density as

Cs;bulk
n¼0;1 ¼ �X1; Cs;bulk

n¼0;�1 ¼ Cs;bulk
n¼0;1

	 
�
; (59)

with the amplitude � ¼ 10�4, and the phase is defined by the complex
numberX1 ¼ 0:5þ i0:5 used in both hybrid and spectral simulations.
Here, the superscript � refers to complex conjugate.

1. Diagnostics

In order to quantify the merits of the two simulation approaches,
we define errors in the distribution function and the electric field to be

ef ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðvmax

vmin

j f ðvÞ � f ref ðvÞj2dvðvmax

vmin

j f ref ðvÞj2dv

vuuuuut ; (60)

TABLE I. Physical parameters for different species.

Parameters\Species Bulk ions Bulk electrons Beam electrons

Charge 1 –1 –1
Mass 1836 1 1
Mean velocity 0 0 10
Temperature 0.1 1 1
Density 1 1� nbeam nbeam
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eE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNk

k¼0

jjÊkj � jÊ ref
k jj2

XNk

k¼0

jÊref
k j2

vuuuuuuut ; (61)

where ½vmin; vmax� is the velocity range for which the distribution func-
tion error is computed, f ref ðvÞ; Êref

k are the velocity distribution func-
tion and the electric field for the reference solution, averaged over the
time interval T ¼ ½125; 150� (nonlinear stage). The spatial dependence
of the distribution function is removed by the integration [i.e.,
f ðvÞ ¼ 1=L

Ð L
0 f ðx; vÞdx].

2. Single-mode results

The configuration described above is unstable to the beam–
plasma instability driven by the positive slope (i.e., inverse Landau
damping) of the electron beam distribution function. The evolution of
the electron distribution function obtained by the hybrid method
(Np¼ 2048) is shown in Fig. 2(a), where the plateau is formed shortly
in the nonlinear regime, at t � 80. The spectral method result for the
reference solution (Nv¼ 4096) is shown in Fig. 2(b).

The linear phase is in good agreement with the theoretically pre-
dicted growth rate computed to be c ¼ 0:089 78 for kL=2p ¼ 1 from
the classical dispersion relation of the kinetic beam–plasma
instability,35

1� 1
2k2
X
j

nj
Tj
Z0 x� kvmean;j

k
ffiffiffi
2

p
ffiffiffiffiffi
mj

Tj

r !
¼ 0; (62)

where the sum is over different plasma species (bulk electrons, beam elec-
trons, and ions), vmean;j is the mean velocity of j-specie, x ¼ xRe þ ic is
the complex frequency, and

Z0ðxÞ ¼ ffiffiffi
p

p ð1
�1

dt
e�t2

ðt � xÞ2

is the derivative of the plasma dispersion function. Figure 3 shows the
hybrid and the fully spectral solutions for the time evolution of the
electrostatic mode jE1j, where good agreement between the two is
observed. For a low number of particles in the hybrid method,
Np � 32, the amplitude of the statistical noise interferes with the linear
stage of the instability and results in a faster growth and nonlinear
saturation.

It is shown in Sec. III that the hybrid method in a semi-discrete
setting conserves mass and momentum, but not the total energy of the
system. The mass conservation is observed to be exact (not shown),
the coefficient Cs

0;0 ¼ const for the spectral representation, and the
number of particles remains constant in the periodic setup. Figures 4(a)
and 4(b) demonstrate the relative change in the total momentum
and energy for the hybrid and the fully spectral (reference) simula-
tions. As expected from Sec. III, the total momentum is conserved
for both spectral and hybrid methods. The energy error for the refer-
ence solution comes only due to the time-stepping algorithm, which

FIG. 2. (a) Evolution of the electron distribution function using the hybrid method with Np¼ 2048 resolving beam and (b) the fully spectral method, the reference solution with
Nv¼ 4096 for the beam.

FIG. 3. Evolution and the growth rate of the unstable mode kL=2p ¼ 1 for the elec-
trostatic field for the case with single-mode dynamics.
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is not energy conserving, while for the hybrid method, the PIC
method also contributes to the error, which scales with the number
of particles.

Finally, we demonstrate the convergence of the hybrid method by
comparing it to the reference solution. The relative error in the elec-
tron distribution function with an increased number of particles
resolving electron beam is shown in Fig. 5. Not surprisingly, the biggest
error comes from the PIC representation. The error in the electrostatic
field is shown in Fig. 6(a), and the error in the distribution function in
Fig. 6(b), defined in Eqs. (61) and (60), respectively. The error in the
distribution function is calculated in the velocity domain with bound-
aries ½vmin; vmax� ¼ ½�4; 14�. Both errors scale with the number of par-
ticles as� 1=

ffiffiffiffiffiffi
Np

p
, which is expected for particle-in-cell methods with

standard velocity loading algorithms. The variability of reported errors
is likely due to a lack of ensemble-averaged results, which can be
obtained with repeated hybrid simulations with various randomiza-
tions of the initial particle loading.

C. Multiple-mode configuration

Here, we provide the parameters for the hybrid method only: the
number of spectral modes is Nv¼ 16 for bulk ions and electrons, while
the collision frequency is set to �¼ 10 for bulk electrons and �¼ 1 for
the bulk ions. The system length is L¼ 2048 to resolve multiple line-
arly unstable modes, and the number of spatial grid points is set to
Nx¼ 2049.

1. Initial perturbation

In order to drive the dynamics of the system, we perturb the bulk
electron density as

Cs;bulk
n¼0;k ¼

�Xkk
kmin

; Cs;bulk
n¼0;�k ¼ Cs;bulk

n¼0;k

	 
�
; (63)

for k 2 ½kmin; kmax�, corresponding approximately to the most unstable
modes. Here, � ¼ 10�4 is the perturbation amplitude, kmin ¼ 32;
kmax ¼ 42 is the range of perturbed modes, jXkj ¼ 1 is a complex
number with the unit amplitude and the random phase. Therefore, all
perturbed modes are initialized with the same amplitude of electric
field while their phases are randomized. Note, in both hybrid and spec-
tral simulations, the phase for each mode is the same to ensure equiva-
lent initial conditions.

2. Multi-mode results

The case with multiple linearly unstable modes is highly turbu-
lent, and the instability generates Langmuir waves at the expense of
beam energy. Eventually, waves start to disrupt the beam, removing
the instability source and flattening the positive slope of the distribu-
tion function. At later times, the electron distribution function devel-
ops a plateau and the instability saturates. It is worth mentioning that
one could obtain a reference solution via a statistical approach in this
case (loading particles using different pseudorandom number sequen-
ces). The evolution of the electron distribution function obtained by
the hybrid method with Np¼ 2048 is shown in Fig. 7(a). In terms
of the electric field power spectrum, after a short initial transient,
the unstable modes (kL=2p � 32� 42) grow. Due to nonlinear

FIG. 4. (a) Relative change of momentum and (b) energy from its initial values for the hybrid solutions and the fully spectral (reference) solution.

FIG. 5. Relative error of the electron distribution function between the hybrid
method with variable number of particles in the electron beam and the reference
solution.
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wave–wave interactions, energy cascades into other regions of the
spectrum forming the profile shown in Fig. 7(b).

At the same time, the evolution of a single mode with kL=2p ¼ 36
is shown in Fig. 8(a), where one can see the linear growth phase
smoothly transitioning into nonlinear saturation. Note that the linear
regime is reproduced accurately even with a relatively low number of
particles in the hybrid method, and using a standard particle loading
technique. The wave-particle resonance nature of the instability is sensi-
tive to noise present in the initial distribution function near the reso-
nance velocities, and typically particle methods require special
techniques such as “quiet” loading (utilizing the so-called low-discrep-
ancy sequence instead of pseudorandom sequences),5,36 df method,37–39

etc. The hybrid method presented here offers an alternative approach,
describing highly non-equilibrium dynamics with the particle method
and the near-Maxwellian population with the spectral method.

The growth rates of excited modes were measured during the lin-
ear stage and are presented in Fig. 8(b) in comparison with theoretical
predictions by Eq. (62). In the absence of a reference solution, the

convergence of the growth rate values with the number of particles
serves as a verification of these simulations.

It is expected that harmonic Langmuir waves are excited during
the beam–plasma interaction.40 The electric field power spectra in
Fig. 9 show clearly the presence of the Langmuir waves and their har-
monics, obtained via the hybrid method with Np¼ 128 and a longer
simulation time.

Finally, Figs. 10(a) and 10(b) demonstrate the relative change in
the total momentum and energy. Similar to the previous case, the total
momentum is well conserved, while the total energy is not conserved.
However, the relative energy error is quite small, even when 32 parti-
cle-per-cell are considered.

V. DISCUSSION AND CONCLUSION

We have presented a numerical hybrid method that combines
spectral and particle approaches for velocity space discretizations of
the solution of the Vlasov–Maxwell equations. We have demonstrated
its application on the one-dimensional electrostatic problem by solving

FIG. 6. (a) Error in the electrostatic field and (b) the distribution function between hybrid simulations and the reference solution with various numbers of particles resolving elec-
tron beam, calculated on the velocity domain ½vmin; vmax� ¼ ½�4; 14�.

FIG. 7. (a) Evolution of the electron distribution function and (b) the electric field spectrum for the case with the multiple mode dynamics obtained with the hybrid method with
Np¼ 2048.
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the Vlasov–Poisson equations. A particle-in-cell method was used for
the particle approach and asymmetrically weighted Hermite basis
functions for the spectral method, with space discretized using Fourier
basis functions. We have analyzed conservation properties of the given
hybrid approach and showed the absence of a coupling error between
the two combined methods in the semi-discrete setting (where the
temporal variable remains in the continuum).

We have designed configurations for numerical tests simulating
interaction between a weak electron beam and a background plasma
with the beam evolving into a highly non-equilibrium state. This prob-
lem is hard for both PIC and spectral methods, as it would require
much particles per cell or much spectral terms to capture the turbulent

saturated state and the plateau in the distribution function accurately.
The hybrid method inherits the scalings of errors of the PIC technique,
since PIC is a lower-order method relative to the spectral approach,
but the overall accuracy of the simulation is higher than what it would
be if one adopted a standard PIC approach alone (noise is effectively
reduced by nBeam=nBulk � 1 factor). On the other hand, it also gives
much flexibility for very non-Maxwellian distribution functions, such
as the quasi-linear plateau originating from the beam–plasma instabil-
ity considered in this paper, which would be hard to model accurately
with a Hermite-based spectral approach, which is intimately related to
Maxwellian distribution functions and hence is more suited to capture
near-Maxwellian behavior. Indeed, the tests presented in Sec. IV illus-
trate the potential of the hybrid method, which achieves good accuracy
in both linear and nonlinear stages of the beam–plasma instability
despite a relatively low growth rate (electron beam density is orders of
magnitude lower than the bulk plasma density), even when using a rel-
atively low number of particles per cell.

Some parallels of the presented method could be drawn with the
so-called df method,37,38 except that in the present formulation, both
the beam (df) and the bulk (f0) are evolved self-consistently and cou-
pled only through electromagnetic fields. While one can construct a df
method with evolving background plasma, e.g., by solving plasma fluid
equations to evolve the bulk,41 or remapping information to/from the
bulk dynamically,42,43 our hybrid method offers an alternative
approach where the beam is described with a standard PIC method.
Furthermore, AWH basis functions for the bulk plasma are linked to
the moments of the plasma fluid equations,44 which offers more flexi-
bility to the bulk representation. While we did not attempt to vary the
number of spectral modes and particles dynamically, this can be bene-
ficial, especially for more diffusive cases where an equilibrium is
reached, such as in asymptotically complexity diminishing schemes.45

The examples presented in this work illustrate the decomposition
in velocity space; however, one can easily imagine problems where the
decomposition in the configuration space may also be needed, i.e., in
problems of highly localized phenomena (such as shocks, reconnec-
tion, etc.). In these cases, the decomposition will be similar to fluid
simulations with embedded kinetic regions.46–48 Thus, the great

FIG. 8. (a) Evolution and the growth rate of the unstable mode kL=2p ¼ 36 for the electrostatic field, (b) comparison between the theoretical growth rate solving Eq. (62) and
growth rates measured in the simulations.

FIG. 9. Electric field power spectra for the case with multiple-mode dynamics
obtained using the hybrid method with Np¼ 128. Black dashed lines represent the
dispersion relation for the electron plasma waves x ¼ 1þ 1:5k2 and the electron
beam x ¼ kv0. A two-dimensional Hamming window function (designed as the
outer product of two one-dimensional functions) has been superimposed on the
electric field signal.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 31, 023903 (2024); doi: 10.1063/5.0179464 31, 023903-11

VC Author(s) 2024

 07 February 2024 15:40:53

pubs.aip.org/aip/php


flexibility to treat different parts of the phase space with different
methods or even with the same method but different resolution is the
virtue of the proposed method.

Finally, we would like to mention that the hybrid method pre-
sented here was implemented serially, but it is important to discuss its
parallelization capabilities. The hybrid method in this work was imple-
mented with a spectral Fourier method for spatial coordinates, which
is known to have poor parallel scaling on distributed systems due to its
global nature. Similarly to Ref. 13 with a fully spectral Hermite–
Fourier method, we suggest that an efficient parallelization for the
hybrid method can also be achieved by domain decomposition in
velocity space [note the tridiagonal structure of the linear operator in
Eq. (19)]. Moreover, the particle component can be efficiently inte-
grated in parallel with the communications needed once per time step
to gather the charge density. The authors suggest that a high parallel
efficiency can be achieved with discretizations that have a “shorter
stencil size” in the spatial domain, such as finite difference or finite ele-
ments; e.g., see Ref. 49.
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